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EDITOR'S NOTE: 
REFLECTIONS ON IAJC AND THE JOINT 

INTERNATIONAL CONFERENCE WITH ASEE 

——————————————————————————————————————————————–———— 

Philip Weinsier, IJME Manuscript Editor 

As we in higher education and industry reflect back on 
the first decade in this new millennium, we realize that the 
sharing of ideas and resources is the best way for us to cre-
ate a better future for the next generation of students, fac-
ulty, and researchers. In the competitive and tight global 
markets of the 21st century, leading companies across in-
dustry have embarked on massive reorganizations, mergers, 
partnerships, and all sorts of collaborative projects with 
their like-minded peers and rivals in order to not only sur-
vive but grow and thrive. But, as industry changes with 
time, so must academia. Conversely, as academic R&D 
efforts provide advancements in technology, so must indus-
try provide a quick turnaround from concept to market. 
However, many academic organizations, journals, and con-
ferences have been slow to adapt and provide the necessary 
platforms for the dissemination of knowledge.  

 
Beginning in 2006, the editorial board of the Interna-

tional Association of Journals and Conferences (IAJC) em-
barked on groundbreaking and unprecedented efforts to es-
tablish strategic partnerships with other major rival journals 
and organizations to share resources and offer authors a 
unique opportunity to come to one conference and publish 
their papers in a broad selection of journals representing 
interests as diverse as those of the researchers and educators 
in fields related to engineering, engineering technology, 
industrial technology, mathematics, science and teaching. 
These efforts resulted in an innovative model of joint inter-
national conferences that includes a variety of organizations 
and journals. 

 
IAJC joint and independent international conferences 

have been a great success with the main conferences being 
held in the United States and regional, simultaneous confer-
ences, in other parts of the world.  In additional to bringing 

people together at its conference venues, IAJC attracts myr-
iad journals that wish to publish the best of what its atten-
dees have to offer, thereby creating excitement in academic 
communities around the world. IAJC is a first-of-its-kind, 
pioneering organization. It is a prestigious global, multilay-
ered umbrella consortium of academic journals, confer-
ences, organizations and individuals committed to advanc-
ing excellence in all aspects of technology-related educa-
tion. 

 
Conference Statistics: A total of 285 abstracts from more 

than 100 educational institutions and companies were sub-
mitted from around the world. In the multi-level review 
process, papers are subjected to blind reviews by three or 
more highly qualified reviewers. For this conference, a total 
of 80 papers were accepted. Most of these were presented 
and are published in the conference proceedings. This re-
flects an acceptance rate of less than 30%, which is one of 
the lowest acceptance rates of any international conference.  
 

This conference was sponsored by the International As-
sociation of Journals and Conferences (IAJC), which in-
cludes 13 member journals and a number of universities and 
organizations. Other sponsors were the American Society 
for Engineering Education (ASEE) and the Institute of Elec-
trical and Electronics Engineers (IEEE). Selected papers 
from this conference will be published in one of the 13 
IAJC member journals. Organizing such broad conferences 
is a monumental task and could not be accomplished with-
out the help and support of the conference committee, the 
division/session chairs and the reviewers. Thus, we offer 
our sincerest thanks to all for their hard work and dedication 
in the development of the outstanding 2011 conference pro-
gram. We personally hope you will seek them out to thank 
them for their fine work. 



Editorial Review Board Members 
 

Listed here are the members of the IAJC International Review Board, who devoted countless hours to the review of the 
many manuscripts that were submitted for publication. Manuscript reviews require insight into the content, technical expertise 
related to the subject matter, and a professional background in statistical tools and measures. Furthermore, revised manu-
scripts typically are returned to the same reviewers for a second review, as they already have an intimate knowledge of the 
work. So I would like to take this opportunity to thank all of the members of the review board.  

 
As we continually strive to improve upon our conferences, we are seeking dedicated individuals to join us on the planning 

committee for the next conference—scheduled for fall, 2012. Please watch for updates on our web site (www.IAJC.org) and 
contact us anytime with comments, concerns or suggestions. On behalf of the 2011 IAJC-ASEE conference committee and 
IAJC Board of Directors, we thank all of you who participated in this great conference and hope you will consider submitting 
papers in one or more areas of engineering and related technologies for future IAJC conferences. 

 
If you are interested in becoming a member of the IAJC International Review Board, send me (Philip Weinsier, IAJC/IRB 

Chair, philipw@bgsu.edu) an email to that effect. Review Board members review manuscripts in their areas of expertise for 
all three of our IAJC journals—IJME (the International Journal of Modern Engineering), IJERI (the International Journal of 
Engineering Research and Innovation), TIIJ (the Technology Interface International Journal)—and papers submitted to the 
IAJC conferences. 
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AND EQUIVALENT CIRCUIT MODEL 

The approach was modified [3] to include saturation effects 
using a winding function approach. 
   

A lumped-parameter mathematical model [4], including 
mechanical parameters inertia and friction, was used to de-
tect brushed permanent-magnet DC machine faults.  This 
proposed technique uses the starting current transient as an 
indicator of short- and open-circuit armature coils and brush 
wear.  Application of this method was limited to systems 
where mechanical parameters were well-known. The 
amount of sparking at the brushes in a DC machine is an 
accepted measure of commutation quality and, therefore, 
may be used as an indicator of excessive brush wear.  Other 
studies have presented methods for monitoring the sparking 
index in the brush DC motor [5], [6].  
 

In this study, a lumped-parameter circuit model was used 
where each individual armature coil was placed based on 
the present commutation state.  The resulting differential 
equation model was coupled with a time-stepping finite 
element analysis to obtain a solution for armature and field 
voltages and currents.  The model, which is readily modifi-
able to analyze machine faults, was then used to evaluate 
performance at the onset of faults such as armature open 
and short circuits, field winding short circuits, commutator 
segment failures, and brush degradation.  The information 
from these simulations was then used to identify observable 
parameters that can detect and classify the onset of brushed 
DC machine failures. 
 

DC Machine Mathematical Equations 
 

Figure 1 shows the armature coil and commutator seg-
ment connections of a two-pole brushed DC generator with 
12 coils and commutator segments.  Coil position in the 
armature slots is shown in Figure 2, where a double-layer 
lap winding is used and each coil consists of 15 series-
wound conductors.  A single brush pair is employed.  The 
voltage across each of the j coils in Figure 1 is 
 
 
                                                                                            (1) 
 

Abstract 
 

Although brush-type DC machinery has lost market 
share over the years to its brushless counterparts, it still 
maintains a significant presence in the automotive, aero-
space, power tool, and home appliance industries.  Espe-
cially in automotive and aerospace power-system applica-
tions, early detection of brush–type, or brushed, DC ma-
chine faults will help to avoid problematic system failures, 
decrease maintenance costs, and increase system reliability.  
This study focused on a modeling approach that is used to 
investigate the effects of various fault mechanisms of the 
brushed DC machine at an early stage in their progression.  
Results from the proposed model were then used to show 
the effects of a variety of DC machine failure modes and 
identify observable parameters to assist in early fault detec-
tion.  The simulation results were then confirmed through 
laboratory experiments performed on a DC generator. 
 

Introduction 
 

The brushed DC machine is still widely used in automo-
tive and aerospace systems as an actuator, starter, generator 
or starter/generator.  The detection of impending failures 
associated with brush-type DC machines can be used to 
draw attention to the need for maintenance and, therefore, 
reduce the possibility of a catastrophic system breakdown.  
In this study, a modeling approach was developed to inves-
tigate the effects of various fault mechanisms of the ma-
chine and identify measurable parameters that can be used 
as indicators of a developing fault. 
 

Although research in this area is sparse, investigation of 
DC machine failure modes have been reported in the litera-
ture.  A mathematical model was used to investigate the 
effects of short- and open-circuit armature coils [1], [2].  
Position-dependent machine inductances used in this model 
were pre-determined using finite element analysis (FEA), 
and brushes were approximated by a variable resistance.  
Experimental results suggest that field-current harmonics 
can be used to indicate armature coil short circuits.  How-
ever, armature open circuits were virtually undetectable.  

v j = e j + i j R j =
dλ j

dt
+ i j R j
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where, , ,  and represent the terminal voltage, 
induced emf, current, and resistance, respectively, of the 
coil.  For a 12-coil machine with a wound field, the flux 
linkages can be represented in matrix form, as shown in 
Equation (2), where is the angle between the magnetic 
axis of the field winding and rotating coil 1. 
 

 
Figure 2. Coil Placement in the Armature 

 
For simplicity, the self and mutual inductances between 

all armature coils were considered to be constant, while all 
mutual inductances between the field winding and armature 

v e i R

θ

coils were considered a function of the rotor angle.  Vector 
notation shown in Equation (2) can be simplified to:  

 
                                                                                            (3) 
 
The induced emf vector e in Equation (1) is determined by:                        
 
                                                                                            (4) 

 
 
The first term on the right side of Equation (4) represents 
voltage induced by armature rotation, while the second is 
due to inductive (self and mutual) coupling between coils. 
 

DC Machine Circuit Model 

 

A simplified model for the DC machine can now be pre-
sented.  The analytical circuit model for a sample DC gen-
erator (with 12 armature coils) is shown in Figure 3.  In this 
model, an index, j=1 through 12, was used to identify each 
coil and commutator segment, s.  The modulo 12 index was 
assigned based on rotor position θ, according to Table 1.  

The resistances, , ,  and , represent the 
brush-to-commutator contact resistance, which was deter-
mined based on rotor position, contact surface area, and 
current density [7].  The contact conductance for a healthy 
brush at nominal current density is shown in Figure 4, 
where it was assumed that the brush never contacts three 
segments simultaneously.  The term gmax was used to repre-
sent the maximum brush-to-commutator conductance, 
which occurs when the brush has maximum contact area 
with the commutator.  The use of a lookup table to identify 
conductances makes it relatively simple to model certain 
aspects of brush and commutator wear. 

ra1 ra2 rb1 rb2

Figure 1. Coil and Commutator Segment Connections for a DC Generator 
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Figure 3. Circuit Model for Brushed DC Generator 

 
The model of Figure 3 can be further simplified by com-

bining series-connected coils, where the coils connected in 
series depend on the present brush position.  The resulting 

model is shown in Figure 5, where, ,  and (n=1 
to 4) are the induced motional emf, the inductance terms, 
and resistance of the equivalent coils, respectively, at any 
rotor position.  Applying mesh analysis to the circuit of Fig-
ure 5 and including the mutual inductance terms that are not 
obvious from the circuit diagram yields Equation (5), where 

and represent the induced voltages due to motion 

only in the branches undergoing commutation, while 

and are the sums of voltages induced due to motion 
only in the series-connected armature branches not under 
commutation.  The subscripts 1 through 4 have similar 
meaning when used with the branch currents, resistances, 

eωn Ln rn

eω1 eω 2

eω 3

eω 4

and inductances.  In vector form, Equation (5) can then be 
written as Equation (6). 

 
                                           (6) 

 

Figure 4. Brush-to-Segment Resistances 

 

Time-Stepping DC Machine Analysis 
 

The DC machine was modeled using magnetostatic FEA 
tools [8] coupled with the differential circuit equation given 
in Equation (6).  The magnetostatic FEA wass capable of 
determining the instantaneous self and mutual inductance 
terms and the motional emf (eω) terms of Equation (6).  To 
obtain the machine state at each time step, the FEA program 

first uses the present current vector to compute,  L, and 
r based on the brush position and angular velocity.  With 
these FEA results, the differential equation identified by 
Equation (6) was used to update the current vector.  The 
current determined at each time step becomes the initial 
condition for the following time step.  The magnetostatic 
FEA tools used in the analysis can be used to determine the 

eω
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Rotor Angle (θθθθ) Index (j)   Rotor Angle (θθθθ) Index (j)   Rotor Angle (θθθθ) Index (j) 
   15o >θ ≥ −15o j=1    135o >θ ≥105o j=5    255o >θ ≥ 225o j=9 
   45o > θ ≥ 15o j=2    165o > θ ≥ 135o j=6    285o > θ ≥ 255o j=10 
   75o > θ ≥ 45o j=3    195o > θ ≥ 165o j=7    315o > θ ≥ 285o j=11 
   105o >θ ≥ 75o j=4    225o >θ ≥195o j=8    345o > θ ≥ 315o j=12 

Table 1.  Index vs. Rotor Angle 
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motional voltage, but voltages due to self and mutual in-
ductances must be incorporated into the differential equa-
tions linking the FEA result to the time-stepping analysis.  
The inductance values at each step are determined by 
FEA [9]. 

Figure 5. Circuit Model for Brushed DC Generator 

 
As an example, the magnetic flux vector calculated by 

FEA at a single time step is shown in Figure 6.  The mag-
netic flux and the machine state variables at that time step 
allows calculation of all coil voltages.  Once the induced 
(due to mechanical motion) coil voltages are determined, 
the rotor position dictates the electrical circuit configura-
tion (which is brush-position dependent).  The resulting 
circuit configuration is then solved using standard circuit-
analysis techniques. 

 

Figure 6.  Magnetic FEA Flux Results at a Single 
Time Step 

In summary, the FEA calculation and associated circuit 
analysis performed at a progression of time steps yielded 
armature voltage, armature current, field voltage, field cur-
rent, and even quantities that would not be feasible to meas-
ure on a physical system—such as the current in an individ-
ual coil.  Using this approach, it is rather straightforward 
and relatively fast to analyze a DC machine operating as a 
motor or generator under various conditions—even for con-
ditions such as winding failures or brush/commutator de-
fects. 
 

Fault Simulations for a DC Machine 
 

Coupled FEA simulations were performed on a DC ma-
chine operating as a starter/generator for normal (baseline) 
operation as well as a variety of winding and brush/
commutator failure modes.  Scenarios evaluated include 
field winding short circuits, armature winding faults, brush 
resistance increase (due to uneven wear), commutator bar 
open and short circuits. 
 

Each of these scenarios was evaluated at various operat-
ing speeds and load currents to determine observable quan-
tities that are indicative of the respective failure mode.  
Baseline simulations were first performed to characterize 
the operation of a healthy DC machine.  Although simula-
tions were conducted for various operating conditions, for 
purposes of comparison all results will be shown with the 
DC machine acting as a generator at a speed of 3000RPM, a 
load of 5 ohms, and a constant applied field voltage.  For 
this rotational speed, the 2-pole machine with 12 commuta-
tor segments had a pole-passing frequency of 100Hz and a 
commutation frequency of 600Hz.  Figure 7 shows the ar-
mature voltage and current, the current in a single coil 
(which can’t easily be measured physically), and the field 
current FFT.  Note the presence of the commutation fre-
quency in both the armature and field current. 
 

Operation with a field winding short circuit was then 
simulated by altering the winding structure of the FEA ma-
chine description.  Figure 8 shows the results of a simula-
tion with 12% of the field windings short-circuited.  When 
comparing the baseline results of Figure 7 with the field 
winding short circuit, note that less armature voltage is pro-
duced relative to the field current magnitude with a shorted 
field winding.  This results in the first identified observable 
effect called the transfer impedance, which is defined as the 
ratio of the induced armature voltage relative to the field 
current.  The decrease in the transfer impedance when the 
field winding is short-circuited is readily explained.  With 
fewer field turns available to produce magnetic flux at any 
reference speed, the induced voltage is reduced by Fara-
day’s law.   



——————————————————————————————————————————————–———— 

 

Figure 7.  Baseline Simulation Results 

Figure 8.  Simulation of Field-Winding Short 

Since the induced armature voltage is also speed de-
pendent, the transfer impedance is normalized relative to 
some reference speed, ωr , so that the transfer impedance 
is calculated by 

 
                                                                                        (7) 
 
 
where ω is the actual velocity. 
 

Simulations of armature winding failures were then 
performed.  Results for short-circuit (5.6% of armature 
turns) and open-circuit (single coil) armatures are shown 
in Figures 9 and 10, respectively.  In both cases, there was 
a marked increase in the field current at the pole-passing 
frequency as compared to baseline performance.  This 
increase also concurs with the results found by Glowacz 
& Zdrojewski [2].  Thus, the pole-passing frequency com-
ponent of the field current is an observable parameter that 
indicates a possible armature-circuit problem.  The pole-
passing frequency is defined as the number of poles of the 
starter/generator multiplied by the rotational speed in 
revolutions per second: 
 
 pole-passing frequency = ω (# poles).              (8) 
 
The field current at the pole-passing frequency was ob-
tained by performing an FFT on the field current and then 
determining the amplitude of field current at the pole-
passing frequency.   
 

Commutator segment faults were then simulated.  A 
commutator segment that does not make contact with the 
brush was simulated with results shown in Figure 11.   A 
significant pole-passing component (and harmonics) of 
field current was again developed as a result of this bad 
commutator segment.  In addition, a field current compo-
nent at the commutation frequency of 600Hz appeared.  
The commutation frequency, similar to the pole-passing 
frequency, uses the number of commutator segments on 
the machine: 
 
 commutation freq. = ω # commutator bars).    (9) 
 
Physically, the field winding contains useful information 
about commutation because the armature coils undergoing 
commutation (i.e., the coils shorted by the brushes) are 
well-coupled magnetically with the field winding.  Since 
a short circuit across adjacent commutator segments is 
similar to a short-circuited armature coil, as shown in 
Figure 9, those results are not included here.   
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Figure 11.  Open-Commutator Segment Simulation 

 
Finally, simulations were performed to analyze increased 

brush resistance.  This may occur for several reasons, such 
as decreased brush pressure or poor filming of the brush/
commutator interface.  The result of a 22% increase in brush 
contact resistance is shown in Figure 12.  Though there is 
little visible difference between the baseline results and Fig-
ure 12, the transfer impedance was indeed reduced to 1.73 
from its baseline value of 1.77 as brush resistance increases.  
Physically, this drop in transfer impedance occurs due to the 
increased drop in potential across the brushes.  This effect is 
increasingly observable under higher load conditions.  
 

The various faults and associated observables deter-
mined through the coupled FEA simulations are given in 
Table 2.  
 

Seeded Fault Laboratory Experi-
ments 
 

As a follow-up to the FEA simulations, a series of labo-
ratory experiments were performed on a DC machine to 
confirm the simulation results.  For these tests, the faults 
used for simulations were, where feasible, seeded into the 
machine.  For each case, a 4-pole DC machine with 72 com- 

Figure 9.  Simulation of Armature Short Circuit 

Figure 10.  Simulation of Armature Open Circuit 



——————————————————————————————————————————————–———— 

 

Figure 12.  Increased Brush Resistance Simulation 

 
mutator segments was operated at 1800RPM and a load of 
12.5 ohms.  Thus, the pole-passing frequency was 120Hz, 
and the commutation frequency was 2160Hz.   Except for 
the shorted armature coil test, the output voltage was regu-
lated to 120V.  The armature of the DC machine used in 
these experiments is shown in Figure 13. 
 

Table 2.  DC Machine Fault Observables 

 

Figure 13.  Experimental DC Machine 

Figure 14.  Experimental Baseline Results 

 
Baseline operation of the experimental DC machine is 

shown in Figure 14.  For baseline operation of this experi-
mental DC machine, the transfer impedance was 217.3 
ohms. Following the baseline test, a short circuit of approxi-
mately 10% of the field winding coils was established.  The 
results, as shown in Figure 15, demonstrate that in order to 
maintain the nominal output voltage of 120V, a much 
higher field current is required.  This yields reduced transfer 
impedance as predicted by the FEA.  Specifically, the trans-
fer impedance in this case drops to 180 from its baseline of 
217.3. 
 
 

 

——————————————————————————————————————————————————- 
ANALYSIS OF BRUSHED DC MACHINERY FAULTS WITH COUPLED FINITE ELEMENT METHOD                                                  
11 

Fault Type 
Transfer Im-

ped. (e/if) 

if at pole-

passing 

if at comm 

frq. 

Field Short decrease no change no change 

Arm Short decrease increase no change 

Arm Open decrease increase no change 

Bad Comm 
Seg 

decrease major in-
crease 

small in-
crease 

Comm Seg 
Short 

decrease major in-
crease 

no change 

Brush Wear slight decrease no change no change 
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Figure 15.  Field-Winding Fault Experiment  
 

Shorted armature coil experimental results are shown in 
Figure 16.  For this test, a reduced field current was used to 
avoid permanent damage to the armature due to high short-
circuit currents.  Despite the reduced output voltage, the 
results clearly show an elevated component of field current 
at the pole-passing frequency of 120Hz.  This result concurs 
with FEA simulation results. 

Figure 16.  Armature Short Experiment  
 

To increase overall brush resistance, the brushes were 
intentionally compromised, as shown in Figure 17.  With 
these worn brushes, the machine was again run in generator 
mode under the same conditions.  Very little change in the 
armature or field currents was evident when compared with 
the baseline; however, the transfer impedance dropped from 

the baseline value of 217.3 to 208.  This effect was also 
predicted by the coupled FEA simulations. 

Figure 17.  Compromised Brushes 

 

Conclusions 
 

A method for detailed analysis of the brushed DC ma-
chine operating under fault conditions was presented.  The 
proposed method has been used to analyze the brushed DC 
machine under conditions including armature short circuit 
and open circuit, short-circuit field winding, bad commuta-
tor segment, and brush degradation.  From these simula-
tions, several important parameters were identified that may 
indicate the onset of DC machine faults.  Those parameters 
are the transfer impedance and the field-current component 
at both the pole-passing and commutation frequency.  Labo-
ratory seeded fault tests on a DC machine were then used to 
confirm the effect of various faults on the identified observ-
ables.  The results of this study can be used as a starting 
point for a predictive diagnostics implementation for DC 
machinery. 
 

The views and conclusions contained in this document 
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Abstract 
 

The use of Piezoelectric elements has not been very suc-
cessful for energy-harvesting systems even though there 
have been many research studies in this area. This does not 
mean that piezoelectric materials are not capable of energy 
harvesting, but more advanced piezoelectric materials are 
needed to increase the efficiency of ambient energy-
harvesting systems. ACI (Advanced Cerametrics Incorpo-
rated) has recently developed Piezoelectric Ceramic Fiber 
Composites (PFC) for energy-harvesting systems. The PFC 
consists of uniquely flexible ceramic fiber capable of cap-
turing waste ambient energy from mechanical sources such 
as vibrations, motion, and bending via the piezoelectric ef-
fect. This device functions between ambient vibration 
sources and an electrical circuit with a storage device to 
convert mechanical vibrations into electrical energy. This 
unique development allows some applications to be pow-
ered without the need for battery power such as wireless 
sensors, transmitters, microcircuits, smartcards, cell phones 
or other handheld devices. For the purpose of energy har-
vesting and storage, shoe or sneaker insoles, surplus vibra-
tions from industrial machinery, shuddering railway cars, 
flexing joints, and even the stomp of city's rush-hour com-
muters could all be tiny, renewable sources of power. These 
are good sources of mechanical stress, deformation, and 
vibration since mechanical motion exists to generate low 
power. In this study, a piezoelectric fiber composite bi-
morph (PFCB) was investigated and tested to show that 
potential energy generation capacity depends upon source 
characteristics by implementing an energy-harvesting cir-
cuit. 
 

Introduction 
 

A piezoelectric energy-harvesting method converts me-
chanical energy into electrical energy by straining a piezo-
electric material [1]. Strain or deformation of a piezoelectric 
material causes charge separation across the device, produc-
ing an electric field and, consequently, a voltage drop pro-
portional to the stress applied. The oscillating system is 
typically a cantilever beam structure with a mass at the un-
attached end of the lever, since it provides higher strain for 
a given input force [2]. The voltage produced varies with 
time and strain, effectively producing an irregular AC sig-

nal. The piezoelectric energy conversion produces relatively 
higher voltage and power density levels than the electro-
magnetic system. Moreover, piezoelectricity has the ability 
to generate an electric potential of elements such as crystals 
and some types of ceramics from a mechanical stress [3].  

 
If the piezoelectric material is not short-circuited, the 

applied mechanical stress induces a voltage across the mate-
rial. There are many applications based on piezoelectric 
materials, such as electric cigarette lighters. In this system, 
pushing the button causes a spring-loaded hammer to hit a 
piezoelectric crystal and the high voltage produced jumps 
across a small spark gap, thus igniting the flammable gas. 
Following the same idea, portable sparkers are used to light 
gas grills and stoves, and a variety of gas burners have been 
built in piezoelectric-based ignition systems. 
 

In a study conducted recently by Marzencki [4] to test 
the feasibility and reliability of different ambient vibration 
energy sources, three different vibration energy sources 
including electrostatic, electromagnetic, and piezoelectric 
were investigated and compared according to their complex-
ity, energy density, size, and problems encountered (Table 
1). 
 

Table 1. Comparison of vibration energy-harvesting 
techniques 

The problem of how to get energy from a person’s foot 
to other places on the body, for example, has not been suita-
bly solved. For a Radio Frequency Identification (RFID) tag 
or other wireless device worn on the shoe, the piezoelectric 
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  Electrostatic Electromagnetic Piezoelectric 

Complexity of 
process flow 

Energy density 

 

Current size  

Low 

 

 

4 mJ cm-3 

Integrated 

Very High 

 

 

24.8 mJ cm-3 

Macro 

High 

 

 

35.4 mJ cm-3 

Macro 

Problems Very high 
voltage and 
need of add-
ing charge 
source 

Very low output 
voltages 

Low output voltages 
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shoe insert offers a good solution. However, the application 
for such devices is extremely limited and, as mentioned 
earlier, not very applicable to some of the low-powered de-
vices such as wireless sensor networks. Active human 
power, which requires the user to perform a specific power-
generating motion, is common and may be referred to sepa-
rately as active human-powered systems [5]. 
 

An example of energy harvesting using unimorph piezo-
electric structures was conducted by Thomas, Clark and 
Clark [6]. This research focused on a unimorph piezoelec-
tric circular plate which is a piezoelectric layer assembled to 
an aluminum substrate. The vibrations were driven from a 
variable ambient pressure source such as a scuba tank or 
blood-pressure meter. The researchers showed that by creat-
ing the proper electrode pattern on the piezoelectric element 
(thermal “regrouping”), the electrode was able to produce 
an increase in available electrical energy. In the system, as 
the cantilever beam vibrates, it experiences variable stresses 
along its length. Regrouping the electrodes targeting spe-
cific vibration modes resulted in maximum change collec-
tion. This type of design may add possibilities for miniaturi-
zation and practicality to piezoelectric energy-harvesting 
technology. 
 

The piezoelectric active fiber composites (AFC) are 
made by Advanced Cerametrics Incorporated (ACI) [7] 
from a uniquely-flexible ceramic fiber that was able to cap-
ture wasted ambient energy from mechanical vibration 
sources and convert it into electric energy. The piezoelectric 
fiber composites’ fiber lines are capable of generating elec-
tricity when exposed to an electric field. In piezoelectric 
fiber composite bimorph (PFCB) architecture, the fibers that 
are suspended in an epoxy matrix and connected using inter-
digitized electrodes create the AFC. It is already known 
through tests by the manufacturing company that thin fibers 
with a dominant dimension, a length, and very small cross-
sectional area are capable of optimizing both the piezo and 
the reverse piezo effects. The amount of energy produced 
by mechanical-to-electrical energy conversion through the 
PFCB is much better than that compared to other piezoelec-
tric materials, according to the ACI’s internal studies. An 
investigation into the improvement of performance and effi-
ciency, using a PFCB, of an energy-harvesting system was 
considered. The PFCB characteristics and properties were 
intensively studied in order to build an efficient energy-
harvesting circuit for further study. The power generation 
efficiency of the PFCB depending on various input vibra-
tions was measured by building an operational difference 
amplifier instrumentation test circuit. Only one type of pie-
zoelectric element, which is PFCB, was available to test 
with a small constant shaker. The shaker functioned as an 
ambient vibration source (passive human power) and was 

used to shake the PFCB to produce electricity for the energy
-harvesting circuit.  
 

Since cycle durability of fiber composites was deter-
mined by the manufacturer, the life-cycle test of the PFCB 
material was ignored in this research. Manufacturer cycle 
tests show that fiber composite materials are extremely du-
rable and are able to handle one billion cycles without any 
degradation of properties. Materials efficiently generated 
constant continuous power during the tests. [7]. 
 

The PFCB was tested by itself by flicking the tip with a 
mechanical pencil without any mass attached.  The power 
output signal characteristics were observed using an oscillo-
scope and multimeter.  A photograph of the PFCB with the 
inter-digitized electrodes to align the field (energy-
harvesting circuit) with the fibers is shown in Figure 1. 
 

 
Figure 1. Basic specifications of the PFCB 

 
In the next sections, the PFCB energy source is modeled 

as a steady AC power source for the circuit components for 
the energy-harvesting circuit. This AC source was then con-
verted to DC voltage since all the electronic components for 
the energy-harvesting and battery-charging circuits required 
a DC voltage source to operate. 
 

Power Characteristics 
 

A piezoelectric energy source is most often modeled as 
an AC voltage source because of its AC power characteris-
tics when excited with periodic vibration. Piezoelectric fiber 
composites can be connected in series with the capacitors 
and resistors to reduce or smooth the high-voltage input 
produced by PFCB. The simple connection diagram archi-
tecture of the piezoelectric material with a capacitor, resistor 
and load (representing a storage unit) is shown in Figure 2. 
The AC-DC conversion circuit is not included in this dia-
gram since it is explained in detail in subsequent sections. 
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Figure 2. PFCB as a sinusoidal (AC) voltage source 

 
Because of budget and equipment restrictions, the author 

was not able to purchase a variable-frequency shaker to test 
the PFCB and the system with different frequencies. Only a 
shaker (115V at 60Hz) was used as a constant vibration 
source. The tip of a mechanical pencil was used to flick the 
tip of the PFCB product in order to provide the initial distur-
bance for test purposes. The instruments used for testing 
included a multimeter, a shaker, and an oscilloscope to take 
voltage readings from the PFCB. The first test for voltage 
output depended on time variation and was conducted with-
out any mass placed on the tip of the PFCB. This was fol-
lowed by a test with variable masses that were placed on the 
tip of the PFCB to observe the output voltage levels. 
 

The more mass added on the tip of the PFCB, the more 
time passed until vibration of the PFCB stopped. At the 
same time, the voltage from the PFCB increased depending 
on the mass and the force applied to the tip of the PFCB. 
The plots in Figure 3 are a summary of the peak-to-peak 
voltage levels and the corresponding time for 2.5gr, 5gr, 
7.5gr, and 10gr (gram) masses, respectively, added onto the 
tip of the PFCB to increase the decay of vibration. The AC 
signals and voltage outputs were similar to each other; how-
ever, the time required for the vibration to decay was ob-
served to be longer with more masses attached to the PFCB. 
The signal ringing lasted longer than the entire time cap-
tured on the oscilloscope. However, it was observed that the 
time until vibration stops is longer with more mass attached 
to the PFCB. The resonant frequency does not depend upon 
the pencil flicks but rather upon the mass (including distrib-
uted mass and lumped tip mass) and the distributed spring 
constant of the cantilevered beam. For a sinusoidal excita-
tion, the most energy is transferred when excited at the reso-
nant frequency.  The decay depends upon the input resis-
tance of the measuring device (electrical damping) and the 
mechanical damping from the material and from the air. 
 

Furthermore, the output voltage produced by the PFCB 
was observed mainly above 300V, as specified by the PFCB 

manufacturer. The obtained voltage level is an open-circuit 
voltage and would decrease any time a load is connected 
between the inter-digitized electrodes of the PFCB. The 
power outputs of the PFCB are discussed more in the en-
ergy-harvesting circuit design section with the supporting 
simulation outputs. 
 

The PBCB was carefully clamped on the table with plas-
tic bumpers to avoid damaging the part during its vibrations. 
The wiring between all modules was done carefully to allow 
reading of the voltage outputs from the oscilloscope and 
multimeter displays. The overall test system used for the 
experiment is shown in Figure 4. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

Figure 3. Plots of voltage decay of the open circuit PFCB 
configuration 

2.5 gram-tip mass 

5 gram-tip mass 

7.5 gram-tip mass 
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Figure 3 continued: Plots of voltage decay of the open circuit 
PFCB configuration 

 

 
Figure 4. The test fixture to test power characteristics 

of the PFCB 

 
The PFCB layer and material properties were not known 

accurately enough in order to predict the frequency rate, so 
the value had to be determined experimentally on the test 
fixture. To allow a calculation of the current output, wires 
from the PFCB electrodes were connected to the oscillo-
scope probes through a 1kohm resistor. The current outputs 
could not be measured by a multimeter and were observed 
on the oscilloscope screen when the FPCB was vibrated by 
the shaker at 60Hz. It was not possible to plot the current 
and power outputs due to a lack of the proper data-
acquisition system. However, there were very low current 
outputs produced that may be harvested with a proper en-
ergy-harvesting circuit. From the vibration test results, it 
was determined that with the variable frequency, the power 
generated from the PFCB is sufficient to be used to power 
low-power electronic devices. The obtained values would 
be enough to build an energy-harvesting circuit to charge a 
small-scale storage device such as a battery, capacitor or 
super capacitor, albeit slowly. 
 

Energy-harvesting Circuit Design 
 

After testing the power output and the working charac-
teristics of the PFCB at different stretches and attached 

masses, the author built the energy-harvesting circuit used 
to charge the batteries under low current levels. The me-
chanical-to-electrical energy conversion is usually managed 
by the energy-harvesting circuits, including conventional 
buck-boost converters, bridge rectifiers, and battery-
charging circuits [8-11]. The energy-harvesting circuit was 
designed, developed, and built according to the ambient 
source and piezoelectric fiber composites’ low-current con-
straints in order to produce efficient power output. 
 

The following energy-harvesting and battery-charging 
circuit design was built with typical components that could 
decrease high-input voltages and increase low-input cur-
rents from the PFCB in order to provide sufficient charge 
currents to the batteries. The circuit was designed to start 
charging when the battery voltage drops below a nominal 
value, and stops charging when voltage reaches the battery’s 
nominal voltage. The LTSPICE simulation interface that 
shows the overall circuit is depicted in Figure 5. It repre-
sents the system circuit modules which are simulated to-
gether to test the output power level of the circuit [12]. All 
of the necessary simulations were conducted using 
SwitcherCADTM Spice III because of the Linear Technology 
based DC-DC buck-boost converter and battery-charging 
circuit components [13]. Initially a full-wave bridge rectifier 
was added to the energy-harvesting circuit. A full-wave 
bridge rectifier is very efficient, converting positive and 
negative cycles from the PFCB and supplying DC voltage to 
the battery through the battery-charging part of the energy-
harvesting circuit. Since the current produced from the 
PFCB was low, an intermediate operational amplifier (op 
amp) circuit was placed on the energy-harvesting circuit to 
increase the current levels for test purposes [14]. This in-
strumentation circuit consisted of operational amplifiers, 
resistors, and intermediate/storage capacitors to implement 
the circuit at ±15V, which was supplied by an external 
power source. A buck-boost converter and battery-charging 
circuit is shown as the last part of the simulation interface 
before the storage unit. 
 

 
Figure 5. Energy-harvesting circuit-simulation interface 

 
 

10 gram-tip mass 
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The pomp part of the energy-harvesting circuit consists 
of three single operational amplifiers that are configured as 
difference amplifiers. This demonstrates that the voltage 
differential between the two branches is the output of the 
circuit. The pomp instrumentation circuit is shown in Figure 
6. This pomp instrumentation circuit design is used to ob-
serve voltage outputs from the PFCB and the capacity 
changes of the capacitors when the PFCB was being vi-
brated. The capacitors (C1 and C11) were charged depend-
ing on how much voltage generated by the PFCB was ob-
served by the oscilloscope through the operational-amplifier 
instrumentation circuit. 

The general operational amplifier in Figure 6 was used 
to observe the charging phase of the C11 intermediate stor-
age capacitor. An initial voltage of 5V was supplied across 
capacitors in both circuits. In circuit A, the voltage across 
the capacitor with the 10Mohm impedance, which was rep-
resenting a flux digital multimeter, was measured. The volt-
age across the capacitor (C1) dropped almost 2V when the 
circuit was simulated at the same input voltage. However, 
the voltage across the capacitor (C11) in the operational-
amplifier circuit stayed relatively constant. The voltage 
level across both capacitors (C1 and C11) was simulated 
and is plotted in Figure 7 in order to compare voltage drops 
across the capacitors. 

Figure 6. Operational Amplifier instrumentation circuit 

Figure 7. Voltage levels across intermediate storage capacitors 
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When the PFCB was placed on the constant shaker, it 
started generating voltages and charging the capacitors. The 
operational-amplifier circuit kept the initial voltage level 
constant to allow for accurate reading of the voltage levels 
of the intermediate storage capacitor. In circuit A, the volt-
age readings would not be accurate because of the voltage 
drops across the capacitor when measuring the voltage with 
a digital multimeter. However the capacity readings across 
capacitor C11 would be accurate since the operational am-
plifier keeps the initial voltage level constant. 
 

DC-DC Buck-Boost Converter and Battery
-charging Circuit 
 

DC-DC converters efficiently step-up (boost), step-down 
(buck) or invert DC voltages without the necessity of trans-
formers. In these structures, switching capacitors are usually 
utilized to reduce or to increase physical size requirements. 
DC-DC converters allow product size reduction for portable 
electronic devices where increased efficiency and regulation 
of input power are necessary for optional requirements. 
 

Taking the above features of the buck-boost converters 
into consideration, a linear-technology-based LT1512 DC-
DC buck-boost SEPIC constant-current/voltage battery-
charging integrated circuit was used to regulate the high 
output voltage that was produced from the PFCB to charge 
small-scale batteries for test purposes [15]. An LT1512 bat-
tery-charging circuit was added to the energy-harvesting 
circuit. Since buck-boost converters are very sensitive, 
proper design in conjunction with supporting components 
and physical layout is necessary to avoid electrical noise 
generation and instability.  
 

Considerations for LTSPICE modeling, converter selec-
tion, circuitry building, debugging, and power-output im-
provements were followed step-by-step in order to create a 
good energy-harvesting circuit. 
 

This circuit would maximize the power flow from the 
piezoelectric device and was implemented in coordination 
with a full-wave bridge rectifier, intermediate storage ca-
pacitor, and voltage-sensitive switching circuit. It was ob-
served that when using the energy-harvesting circuit, over 
twice the amount of energy was transferred to the battery 
than with direct charging alone. However, if the power-
harvesting medium produced less than 2.7V, power flow 
into the battery was reduced due to losses in the additional 
circuit components and the threshold characteristics of the 
LT1512. For the purpose of storing energy in the intermedi-
ate storage unit, a capacitor was placed before the voltage-
sensitive circuit and buck-boost converter. The voltage-
sensitive circuit consists of diodes (including Zener diodes), 

MOSFET switches, and resistors to transfer the energy from 
an intermediate capacitor to the battery through a DC-DC 
buck-boost converter [16]. The MOSFET switches and 
Zener diodes on the voltage-sensitive circuit sense the volt-
age in the intermediate capacitor and transfer the energy 
when the capacitor reaches specific voltage levels. The volt-
age level in the intermediate capacitor is controlled by the 
Zener diodes until the capacitor is discharged by transfer-
ring its energy to the battery.  
 

Depending on the Zener diode values, the stored energy 
in the capacitor is transferred to the storage unit through the 
DC-DC buck-boost converter and battery-charging circuit. 
Due to known high-discharge rates of the capacitors, the 
Zener diode voltage values chosen were 12V and 6.2V 
(which are small values for the purpose of energy harvesting 
from PFCB) in order to avoid losing stored energy in the 
intermediate capacitor. One of the most important benefits 
of the intermediate capacitor and voltage-sensitive switch-
ing circuit is the increase in the amount of transferred en-
ergy from the PFCB. There is a reduction in the circuit loss 
throughout the energy-harvesting circuit caused by the elec-
tronic components. The circuit is shown in Figure 8 and was 
built in four phases to represent the overall energy-
harvesting circuit modules in order to simulate the circuit.  

The first module is a mechanical-to-electrical energy-
conversion module and functions the same as a PFCB pro-
ducing AC power. 
 

The second module has rectification (the conversion of 
AC voltage to DC voltage) and an energy-storage unit 
(intermediate capacitor). The third module is a voltage-
switching circuit which senses the voltage level of the inter-
mediate capacitor and transfers it to the battery through a 
DC-DC buck-boost converter and battery-charging circuit. 
The fourth module is the model of a buck-boost converter 
and battery-charging circuit representing exact characteris-
tics of the LT1512 SEPIC constant-current/voltage inte-
grated circuit, which will be discussed in subsequent sec-
tions. 
 

The circuit shown in Figure 8 was simulated using 
LTSPICE (SwitcherCAD III).  Mechanical energy is con-
verted into electrical energy by the piezo, and is rectified 
and stored as charge on a capacitor.  When the storage ca-
pacitor voltage V(in) reaches 15V, the voltage sensitive 
switch turns on allowing the energy stored on the capacitor 
to be transferred to the buck converter which charges the 
battery.  As the capacitor charge is transferred to the battery, 
the storage capacitor voltage will decrease until it reaches 
the lower threshold (about 8V), at which time the voltage-
sensitive switch will turn off.  Now, the storage capacitor 
voltage will start increasing again as mechanical energy is 
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converted into electrical energy, and the cycle will repeat. 
The charge and discharge steps are repeated while the PFCB 
produces electricity from the vibrations. 
 

The DC-DC converter and battery-charging circuit de-
sign, which is part of the energy-harvesting circuit simula-
tion interface, is shown in Figure 10. This circuit simulation 
interface is employed to handle the decrease or increase in 
voltage levels and keep it constant according to the battery 
specifications. The voltage output of the circuit can be eas-
ily modified by using different resistance values if a differ-
ent battery is integrated with the system. 

 
Figure 10. Energy-harvesting and charging circuit 

 
 

Figure 8. Intermediate voltage-sensitive switch with hysteresis 

Figure 9. Voltage input and output simulation of voltage-sensitive switch 
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Circuit Simulation 
 

The simulation graph of the major circuit components 
through the LT1512 SEPIC battery-charging circuit 
(including input voltage, battery-charging voltage and cur-
rent) were simulated and are depicted in Figure 11. All three 
important aforementioned parameters of the energy-
harvesting and battery-charging circuit were simulated to-
gether to examine the consistency of the voltage/current 
levels on the circuit design simulation interface, shown in 
Figure 11. 
 

The input-voltage (VIN) simulation plot was generated 
by the vibrations through the PFCB while being shaken as 
shown. This voltage level was measured after rectification 
of the AC voltage signal, which came from the PFCB unit 
as a DC voltage and served as the input for the buck-boost 
converter and the voltage-regulator circuit. Since the maxi-
mum input voltage of an LT1512 integrated circuit is 
30VMAX, a Zener diode was placed between VIN and the 
ground of the LT1512 in order to avoid damaging the inter-
nal components of the LT1512.  
 

The input voltage (VIN) and regulated battery-charging 
voltage (VOUT) were compared in order to check the input 
and output voltage differences after regulation. The input 
voltage levels that were greater or less than 3.6V were regu-
lated by the LT1512 buck-boost converter and the battery-
charging IC (Integrated Circuit) in order to charge the bat-
tery at the nominal voltage level which is 3.6V at 60mAh 
for the test battery. 
 

The battery-charging current (IROUT) and battery-
charging voltage (VOUT) simulation plots are depicted to 
indicate battery-charging values. Both voltage and current 

levels were supplied at a steady state for proper battery 
charging IROUT = 5mA (which is a standard charging current 
for the battery) and VOUT = 3.6V nominal charging voltage. 
The charging current that was generated by the PFCB was 
less than 1mA but was increased to 5mA by the intermedi-
ate capacitors. 
 

The intermediate capacitors were charged to the mini-
mum charging threshold of the battery and then released to 
the battery terminals by discharging themselves to allow 
them to accept charge voltages from the PFCB again. How-
ever, the current level was not able to increase sufficiently 
to charge the battery because of the low current produced by 
the PFCB. The specific voltage and current levels that are 
specified in the simulation plot can charge at 3.6V at 
60mAh for a fully discharged battery in approximately 
27hrs with constant vibrations from the PFCB. 
 

Building the Circuit 
 

An energy-harvesting and charging-circuit was designed 
to charge small-scale NICD and NIMH batteries at the con-
stant charging phase. The printed circuit board for the en-
ergy-harvesting circuit was designed and built as small as 
possible to fit even small places for power generation in-
cluding the battery soldered on the circuit. However, for test 
purposes, the instrumentation circuit on the bread board and 
the energy-harvesting circuit were placed near the measur-
ing equipment with the PFCB assembled to allow for read-
ing of output values on the oscilloscope display. The energy
-harvesting circuit which is soldered on the printed circuit 
board is shown in Figure 12. 
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Figure 11. Battery-charging values simulation 
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Figure 12. Energy-harvesting, conversion, 

and charging circuit 

 
This circuit can be designed and built smaller, but appro-

priate tools should be used during the soldering process of 
the very small electronic components. The dimensions of 
the energy-harvesting circuit design on the PCB are small 
enough to allow it to be easily mounted in a small place, 
including the storage unit soldered on the circuit. However, 
a protective box should be designed and built to protect the 
circuit components and the battery from bending and ex-
periencing deformations from the vibration sources. 
 

Storage-unit Tests 
 

One problem that was encountered when using power-
harvesting systems was that the power produced by the pie-
zoelectric material was often not sufficient to power most 
electronics. Therefore, methods are needed to accumulate 
the energy in an intermediate storage device so that it may 
be used as a power source. The method typically used to 
accumulate the energy is a capacitor. However, capacitors 
have characteristics that are not ideal for many practical 
applications such as limited capacity and high leakage rates. 
For the purpose of intermediate storage units, typical ca-
pacitors were used in the energy-harvesting circuit without 
causing any critical issues. A number of capacitors were 
connected in parallel with the resistors in order to smooth 
the delivered voltage, making the output voltage easily read-
able by the multimeter. Using the approximate displacement 
and frequency levels, the stored energy in the capacitors 
could be calculated. 
 

Displacement of PFCB: 4mm;  
PFCB Voltage: 350V; and  
Capacitor value: 400µF 

 
The 400µF capacitor bank was charged to 50V in about 

4 seconds by PFCB on a constant-frequency shaker generat-
ing 350V. Taking the test results into consideration, the 
energy stored in the capacitors was: 

 
 
Then, 0.5J of energy would produce 1/8W (0.125W) of 
power in 4 seconds as calculated here: 
 

 
 

It was assumed that 125mW of energy would be suffi-
cient to power a variety of low-power wireless or portable 
electronic devices. The calculations above are valid if the 
PFCB is constantly shaken or vibrations are applied to the 
PFCB material. According to the manufacturer’s test results 
(ACI), E=880mJ of energy can be stored in 13 seconds as a 
result of the PFCB vibrations. Taking the stored energy into 
consideration, the average output power and current levels 
at different voltages were calculated as 
 
E=880mJ; 
∆t=13sec; 
 
                                                  (3) 
 
 
where 
 
PAVG=Average power; 
E=Energy stored; 
∆t=Time takes to store the energy; 
 

 
 
VRMS=0.1V, 0.2V… 10V; 
 
                                                                                           (4) 
 
 

   
 

The current levels for battery-charging purposes were 
calculated according to the input voltage levels. If the input 
voltage is increased, the output current would automatically 
increase, thereby decreasing the battery-charging time. All 
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the calculations were done according to the energy stored in 
13 seconds (as reported by tests). The graph in Figure 13 
compares voltage and current levels and average power out-
put in 13 seconds. 
 

 
Figure 13. RMS Voltage/Current comparison for energy 

stored in thirteen seconds in capacitors 

 
When a resistive load is relatively large, the power out-

put from the PFCB does not produce significantly more 
power. The results of using a larger capacitor to smooth the 
output voltage suggest that the size of the smoothing capaci-
tor affects the amount of power that can be delivered to a 
resistive load (battery). This is attributed to the non-ideal 
behavior of the capacitor, which leads to internal losses. 
Following construction of the energy-harvesting circuit, 
NICD- and NIMH-type batteries were charged to determine 
the battery-charging time that could be effectively observed 
for each with a constant frequency. After testing the voltage 
levels of the PFCB using the capacitors, the PFCB was then 
tested with the batteries to observe its battery-charging effi-
ciency. For this purpose, a permanent magnet shaker was 
used to induce vibrations; two rechargeable batteries and an 
energy-harvesting circuit were used for the experiment. A 
PFCB consisting of two active fiber composites (bimorph) 

was clamped to a thin piece of metal of the constant shaker 
for the energy-harvesting experiment. The photograph of 
the battery-testing system is shown in Figure14. 

 

 
Figure 14. Battery-charging test fixture 

 
The batteries used in the experiment are listed in Table 2 

with the basic specifications that are needed as charging 
parameters. In order to charge batteries, the PFCB inter-
digitized electrodes were connected to the battery terminals 
through the energy-harvesting circuit. 
 

The constant vibrations from the shaker were applied to 
the PFCB at 60Hz. The voltage measurements from the bat-
teries were taken every hour and it appeared that the in-
crease was very small. The reason for the slow charging was 
the very low current produced from the PFCB and the losses 
across the energy-harvesting and battery-charging circuit. 
Because of the low charging current, the test battery was not 
able to be charged at the specified standard charging time. 
However, this charging experiment was conducted with 
only a single PFCB, which is not recommended for charg-
ing batteries. In some applications, more than three PFCBs 
are connected in parallel to increase the current levels and 
efficiency of the energy-harvesting system. The number of 
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Type Name of 
Comp. 

Nom. 
Voltage 

(V) 
Ampacity 

(mAh) 
Charge Quick 

Charge Charge 
time with 

PFCB 
(h) A 

(mA) Time 
(h) A 

(mA) T 
(h) 

NIMH Ps Sonic 1.2 80 8 15     47 
NICD Various 3.6 60 6 14 20 7 36 
NIMH Dantona 

Industry 3.6 60 6 14 20 7 41 

Table 2. Rechargeable battery specifications 
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PFCBs would be increased to charge the batteries in a speci-
fied time frame in order to avoid voltage drops across the 
batteries while powering the electronic device.  
 

Furthermore, this experimental test showed that batteries 
can be charged with constant current/voltage in longer time 
frames than the specific time frame on the battery data-
sheets. The last column in Table 2 shows the time required 
to charge the batteries with one PFCB. If more then one 
PFCB is used for the energy-harvesting system, charging 
time would be decreased considerably. 
 

Discussion 
 

Mechanical vibrations as an ambient energy source were 
considered as a possible energy source to generate electric-
ity through a PFCB to charge low-scale rechargeable batter-
ies. The batteries were expected to operate low-power elec-
tronic devices such as a radio, MP3 player, mobile phone or 
GPS unit. It was proven that the PFCB was able to produce 
enough voltage with low current as an input power to 
charge a small-scale rechargeable battery, depending on the 
time- and vibration-source characteristics. However, in the 
case of powering the electronic device, the batteries were 
placed in the system fully charged. It is essential to deter-
mine if the gained and stored power compensate for the 
consumption of the electronic device while it is operating. If 
the power produced compensates for the daily consumptions 
and the leakages of the electronic device, it could be said 
that vibrations as ambient energy sources are a feasible 
source for the electronic application. 
 

Conclusion 
 

The advances made from the work presented in this re-
search will provide future researchers with the tools neces-
sary to use PFCBs effectively in numerous applications. The 
sensing capabilities of the PFCB were investigated and its 
abilities were shown in an energy-harvesting system 
through an experiment and battery-charging circuit. The 
energy-harvesting circuit can be improved to increase cur-
rent levels from the PFCB while decreasing voltage levels 
for battery-charging purposes. The increase of current dur-
ing the vibration of the PFCB would decrease the battery-
charging time by supplying more energy to the electronic 
device. Also, the PFCB can be placed around the door or in 
a hydraulic door closer to capture wasted human power. A 
special design would be constructed to create vibrations 
when the door is opened by human power. The special de-
sign should be located in a proper place where the most 
vibrations can be created for energy-harvesting purposes.  
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Abstract  
 

In this study, a hypocycloid engine was designed and 
developed.  This engine is based on the Wiseman Mecha-
nism.  The Wiseman Mechanism, (patent # US 
6,510,831,B2) allows the piston and connecting rod of an 
Internal Combustion (IC) engine to travel in a perfect linear 
motion while transferring the reciprocating energy from the 
piston to the rotational energy of the output shaft thereby 
reducing frictional losses at the piston pin and the piston-
cylinder sidewall by reducing piston side load.  This engine 
design offers significantly higher thermodynamic efficiency 
compared to the conventional slider-crank IC engine. This 
engine offers a high power-to-weight ratio, improved fuel 
consumption, reduced weight, and increased engine life. In 
this paper, the authors present the design, development, and 
simulation results of this novel engine.  
 

Introduction 
 

The IC engine is a dominating force in the modern in-
dustrialized world with annual production exceeding 100 
million units worldwide.  The IC engine is the primary driv-
ing force behind generators, automobiles, aircraft, locomo-
tives and motorcycles, and the list goes on.  In all of these 
applications and every other successful commercial applica-
tion, the slider-crank mechanism is the method used to con-
vert the reciprocating motion of the piston into the rotary 
motion of the output shaft.  There has been tremendous ad-
vancement of the IC engine over the past 100 years, but this 
integral part has remained essentially unchanged. Additional 
details about IC engine technology are given by Taylor [1], 
[2].  There are a number of limitations and disadvantages of 
the slider-crank mechanism, two of which are listed below. 
 

1. The inclination of the connecting rod produces a 
force on the piston perpendicular to the axis of the 
cylinder, causing piston side load.  This side load 
plays a significant role in frictional losses [1], [2]. 

2.  The reciprocating motion of the piston combined 
with the complex motion of the connecting rod is 
very difficult to completely balance and virtually 
impossible in single-cylinder applications [1], [3]. 

 
A proposed solution to these problems is the patented 

Wiseman Mechanism [4] for IC engines.  The Wiseman 
Mechanism, based on the hypocycloid concept (See Figure 
1), replaces the conventional slider-crank or crankshaft with 
an equally simple mechanism that allows for perfectly linear 
and sinusoidal motion of both the piston and connecting 
rod. 

 

 
Figure 1. Single Cylinder Hypocycloid Mechanism 

  
This simple mechanism is comprised of a rotating pinion 

gear that rolls around a fixed internal ring gear.  When the 
pinion gear is half the pitch diameter of the fixed internal 
ring gear, the point D1 (located on the pitch diameter of the 
pinion gear) travels in a perfectly straight line.  In addition 
to traveling in a straight line, the motion of D1 is also sinu-
soidal and a simple harmonic for any fixed engine RPM [5]. 

 
 In the Wiseman Mechanism, this unique motion requires 

only two moving parts, which is unique and proprietary to 
this design and protected by a U.S. Patent [3].  The straight-
line design feature eliminates piston side load and allows for 
perfect balance, even in single cylinder applications, with-
out adding significant complexity.  A cutaway view of the 
Wiseman Mechanism in a small IC engine, currently in de-
velopment, is shown in Figure 2. The engine prototype is 
shown in Figure 3. 
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Figure 2.  30cc Wiseman Mechanism Engine 

 

Figure 3.  30cc Wiseman Mechanism Prototype Engine 

 
This prototype is a modified version of a two-cycle 30cc 

string trimmer engine.  The slider-crank mechanism has 
been removed and replaced with the Wiseman Mechanism.  
Virtually all other stock engine components are unmodified 
including the cylinder, piston, carburetor, ignition, and ex-
haust.  The basic engine design parameters have also been 
retained including bore, stroke, and compression ratio.  The 
resulting prototype is nearly identical to the stock engine in 
every aspect except for the Wiseman Mechanism conver-
sion. This prototype engine runs quite well; however, it is 
not perfectly balanced. Perfect balance would allow it to run 
smoother, quieter, and last longer than the stock conven-
tional engine. The primary focus of this work is to perfectly 
balance this prototype engine using commercial motion 
simulation software (Solidworks Motion Analysis). 

 
It should be noted that variations of the hypocycloid 

mechanism have been tested in the past [5-10]. These hypo-
cycloid mechanisms were complex. The Wiseman mecha-

nism utilizes only 2 moving parts. In this paper, the authors 
present the dynamic balancing of this Wiseman mechanism 
using Solidworks Motion Analysis software. The most im-
portant contributions of this work are the development of a 
software routine that can be used to balance a single-
cylinder Wiseman engine and to use this program to simu-
late and balance the prototype Wiseman engine and com-
pare the engine performance. These simulation results are 
very important and the software program helps us to study 
what-if scenarios and optimize the engine hardware. 
 

Balancing a Hypocycloid Engine 
 

The shaking force in a single-cylinder slider-crank engine 
is given by [3] 

 
 
 
                                                                                 (1) 

 
 
where Fsx and Fsy are the shaking forces in the X and Y di-
rections, respectively.  mc and mp are the lumped mass of the 
crank and piston, respectively, r is the radius of the crank, ω 
is the angular velocity of the crank, and r / l is the crank-to-
con-rod ratio.  It can be noted that adding mass mBAL with a 
radius rBAL at 180° from mc such that mBALrBAL = mcrc would 
cancel the directional shaking force  completely and balance 
the shaking force in the direction of a reciprocating mass 
that oscillates out-of-phase with the piston. It is not possible 
to add this reciprocating mass in a single-cylinder engine 
and, hence, a single-cylinder slider-crank IC engine cannot 
be completely balanced. Sometimes overbalancing is used 
to minimize the shaking force due to a reciprocating mass 
[3], [11]. 
 

In certain applications like weed-whacker or string-
trimmer engines, these undesirable shaking forces cause 
operator fatigue. As the engine RPM increases, the magni-
tude of the shaking forces increase. A detailed mathematical 
treatment of the single-cylinder slider-crank engine balanc-
ing is offered by Norton [3], Harkness [11] and Ishida [12]. 
On the other hand, the hypocycloid engine can be com-
pletely balanced reducing noise, vibration and shaking 
forces, significantly. The basic method used to fully balance 
a single-cylinder hypocycloid engine can be seen graphi-
cally in Figure 4, adapted from [6].  This method has been 
implemented in the Solidworks motion analysis software.  

 
The four diagrams in Figure 4 are in 30º increments of 

output-shaft rotation starting in the upper left, where the 
piston is at top dead center (TDC).  The total output rotation 
shown is only 90º but it is possible to extend this concept to 
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the full 360º of rotation.  The link, L2, is analogous to the 
crankshaft of a conventional engine and is responsible for 
the output rotary motion.  The link, L1, is attached to and 
rotates the pinion gear at twice the angular velocity and in 
the opposite direction of L2.  The total stroke of this mecha-
nism from TDC to bottom dead center (BDC) is four times 
the distance r. 

Figure 4. Hypocycloid Balance Concept Adapted From [6] 

 
According to Beachley & Lenz [6], when attempting 

perfect balance in the plane shown in Figure 5, it can be 
assumed that the mass of the piston and connecting-rod as-
sembly is concentrated at D1; therefore, the piston and con-
necting rod are not represented in this exercise.  The first 
step in balancing this mechanism is to focus on the total 
mass located at point D1, which includes the piston and 
connecting rod mass.  This mass is rotating about point C1 
and, therefore, generates an inertial force which is highest at 
TDC.  Note that even as D1 is rotating about C1, it remains 
on the vertical centerline at all times.  In order to balance 
the mass at D1, a second mass at D2 is sized and located 
such that the center of mass (CM) of D1 and D2 is located 
at C1.  This CM location at C1 allows the balancing method 
to continue by assuming the combined mass of D1 and D2 
is concentrated at C1.  The inertial forces generated by D1 
and D2 when vector summed together act in-line with points 
C1 and C2 at all times.  This inertial force can then be bal-
anced by placing a counterweight, E, with its CM located 
180º and equidistance (r) from C1.  The inertial force vec-
tors will then cancel and perfect balance is achieved.  
 

Baseline Prototype Balance Evalua-
tion 
 

This analysis begins with modeling and simulating the 
existing prototype in its current state in order to establish a 
baseline of the vibration behavior.  Once a baseline is estab-
lished, the balancing method in Figure 4 will be applied to 
the prototype and validated in software simulations. The 
completed assembly, as shown in Figure 2, was used in the 
first baseline simulation. The engine under investigation has 
an exact displacement of 29.80cm3 with a stroke of 2.856cm 
and bore of 3.645cm.  The intent of this exercise is to re-
duce the shaking forces generated by the rotating and recip-
rocating masses in the engine assembly.  To reduce simula-
tion calculation time, a few of the rotating assemblies were 
assumed to already be in perfect balance and, therefore, 
were not included in the analysis.  In order for the simula-
tion to accurately predict shaking forces, the masses of all 
components must be known.  The density properties were 
assigned for each component in order to determine their 
total mass and CM location.  The three bearings included in 
the simulation were the only exceptions.  Because the bear-
ings were symmetric simple shapes and already balanced, 
only their mass was required for the simulation. 

 
With components and masses defined, the desired out-

puts of the simulation had to be specified.  The internal 
forces that result from inertial effects in an engine design 
play a very important role in bearing and component loads. 
Another important design consideration when dealing with 
inertial effects was the amount of vibration that is trans-
ferred from the engine to its mounts and ultimately to the 
entire system surrounding the engine.  In UAV’s and many 
other applications, these forces are detrimental to Noise 
Vibration and Harness (NVH) performance and must be 
kept to a minimum.  These shaking forces are the desired 
outputs of this analysis, particularly in the horizontal X-axis 
and vertical Y-axis directions as shown in Figure 5.  These 
types of forces can be very large even for a small engine at 
moderate speeds in a conventional engine.  The big com-
petitive advantage of a single-cylinder hypocycloid engine 
is the ability to eliminate these shaking forces with proper 
balancing. Because the moving components are primarily in 
the plane shown in Figure 5, the shaking moment that oc-
curs around the X axis will be neglected.  In other words, 
this is a two-dimensional balancing effort. This assumption 
greatly simplifies this exercise; however, to fully balance 
the engine, the shaking moment will eventually need to be 
accounted for. This first simulation run is just to get a base-
line of the peak shaking forces occurring in the X and Y 
axes as defined.  The engine was simulated at a rotational 
speed of 3000 RPM for approximately one revolution of the 
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output shaft starting near TDC.  The results shown assume 
that the engine is already running at a constant 3000 RPM 
and a snapshot of one revolution is taken.  The shaking-
force results of the baseline simulation in the X and Y axes 
are shown in Figure 6. 

 
Figure 5. Axis Definitions 

 
The results of this first simulation show a peak X-axis shak-
ing force of 9.0 N that occurred exactly midway between 
TDC and BDC.  In the X-axis, the inertial effect of the re-
ciprocating piston and connecting rod is hidden, meaning 
that a rotational imbalance somewhere in the assembly was 
causing this shaking force. On the Y-axis, a much higher 
peak shaking force of 118 N occurred at BDC and TDC.  
On the Y-axis, the inertial effect of the reciprocating piston 
and connecting rod was dominant.  The high peak force in 
the Y-Axis indicates that the reciprocating components were 
unbalanced. 
 

Balancing Method 
 

The balancing method for the hypocycloid engine de-
scribed earlier (Figure 4) was then applied to the prototype 
in an attempt to reduce both the X- and Y-axis shaking 
forces.  Material was carefully added and removed (in soft-
ware) from the components involved until a perfect balance 
was achieved.  Theoretically, it should be possible to reduce 
the shaking forces to zero in the simulation.  However, in 
the real–world, limitations on manufacturing tolerances will 
prevent perfect balance and zero shaking forces.  The simu-
lation results are intended to be a nominal starting point for 
the components in the engine. 
 
An important outcome of this exercise was the feasibility of 
this balance method.  It may certainly be possible to per-
fectly balance the prototype in the simulation, but the  

 

     
Figure 6. X and Y axis Shaking Forces 

 
resulting design may be unacceptable due to size, strength, 
and weight constraints.  The ability to quickly simulate dif-
ferent solutions offers a tremendous cost and time savings 
over a build, test, and modify approach using a physical 
prototype. 
 

Early in the balancing process it is valuable to reduce the 
complexity of the system as much as possible.  Simulations 
are repeated many times early on and unnecessary complex-
ity slows down the process. As noted previously, the mass 
of the piston and connecting rod can be replaced by a con-
centrated point mass at D1 for the purpose of analysis.  This 
is done by placing a solid cylinder slug that is concentric 
with D1 and equal in mass to the piston and connecting rod.  
This not only simplifies the preliminary analysis but it also 
verifies this mass-replacement approach.  When the final 
simulation is run with the piston and connecting rod back in 
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place, balance should still be retained.  The connecting rod 
bearing must also be included as it contributes to the mass 
located at D1. The modified assembly shown Figure 7 is 
now ready for integration and simulation of the entire en-
gine assembly.  The engine was again run at 3000 RPM in 
the simulation and then analyzed for shaking forces in the X
- and Y-axis directions.  The resulting shaking forces for the 
balanced design are shown in Figure 8. 
 

 
Figure 7. Balanced Assembly Model 

 

Discussion and Results 
 
Shown in Table 1 is a summary of the shaking forces at 

3000 RPM before and after the balancing method was ap-
plied. The large percentage reduction of shaking forces in 
both axes proves the feasibility of the hypocycloid balanc-
ing method for use in a Wiseman engine.  It also validates 
the technique of replacing the piston and connecting rod 
with a concentrated mass to simplify early analysis.  The 
size and shape of counterweights would likely still need 
adjustment before manufacturing, but the design certainly 
appears feasible at this point.  In addition, balancing the 
system does not require excessive material removal or ex-
cessive additional material in any specific component.  The 
size and shape of the counterweights added are also consis-
tent with similarly-sized conventional engines. 

 
Currently, the existing prototype hardware is being 

modified and balanced. Once the balanced Wiseman engine 
is built, dynamometer and vibration testing can be per-
formed. It is anticipated that the performance of this bal-
anced engine will be better when compared to the existing 
unbalanced engine. These experimental results will be re-
ported in future. 

Figure 8.  Balanced Engine Shaking Forces 

 
 

Table 1. Shaking Force Summary Before and After  
Balance  
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Balance 

After 

Balance 
Percent 

Reduction 
X-Axis Shaking 9 .052 99.4 
Y-Axis Shaking 118 2.0 98.2 
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Abstract  
 

The application of sound engineering design principles 
in the development of vehicles intended for motorsports 
competition has come into more frequent use during the past 
decade.  Instead of the trial-and-error mode of development, 
which was prevalent in motorsports in the past, engineers 
are now playing a major role in the design of new cars in-
tended for competition.  This has brought about a new field 
of study at some institutions of higher education: the field of 
motorsports engineering.  One of these schools is Indiana 
University Purdue University Indianapolis (IUPUI), where 
students and faculty have been working with racing teams 
and businesses associated with motorsports to produce de-
signs capable of improving vehicle performance in competi-
tion.  On June, 11, 2010, Cory McClenathan set a new 
world record for the quickest that a vehicle has ever traveled 
1,000 feet from a standing start.  The record was the result 
of a unique collaboration between Don Schumacher Racing 
(DSR) and IUPUI and was a demonstration of how the engi-
neering aspects of motorsports are making an impact in en-
gineering education, as well as how motorsports engineer-
ing graduates will impact the future of the sport and auto-
motive design. 

  

Introduction 

 

In a world where engines produce over 8,000 horsepower 
and vehicles achieve over 300 miles per hour in a mere 
1,000 feet of distance in just over three seconds of time, 
engineering analysis can be a very useful tool to achieve 
performance optimization.  In an effort to examine vehicle 
behaviors in this incredible environment, Don Schumacher 
Racing (DSR) and Indiana University Purdue University 
Indianapolis (IUPUI) partnered on an educational research 
program [1]. DSR is one of the most successful teams in the 
Top Fuel category of the National Hot Rod Association’s 
(NHRA) premier drag racing series. IUPUI is the first uni-
versity in the United States to offer a bachelor’s degree in 
motorsports engineering [2], with a curriculum specifically 
aimed at training the next generation of engineers for the 
motorsports industry [3]. The innovative motorsports engi-
neering courses at IUPUI, with a distinct applied-
engineering slant, have drawn attention for their innovation 

[4]. Plans of study that involve experiential learning and 
research activities, which focus on undergraduate student 
involvement, have been indicated in studies by the National 
Academy of Engineering [5] and numerous leaders of engi-
neering academia [6] as the direction of the future for engi-
neering education.  IUPUI has been one of the leaders in 
attempting to develop innovative curricula for undergradu-
ates and pre-engineering STEM students [7], with mo-
torsports-themed activities leading the way [8]. 
 

The relationship between DSR and IUPUI arose from the 
inspiration of Lee Beard, the DSR Team Manager.  Race 
teams are always looking for a competitive advantage, and 
Beard believed that the coupling of bright young minds 
from the university with experienced members of DSR’s 
team could yield new ideas.  The first project of the partner-
ship was aimed at determining the characteristics of the 
chassis of a Top Fuel class car, which might have a benefi-
cial effect on performance.  Cory McClenathan was the 
driver of one of the DSR Top Fuel cars, shown in Figure 1.   

 

Methodology 

 
With the tremendous levels of power being transmitted 

to the ground by these cars, traction is paramount.  The criti-
cal focus of the study became whether the chassis could be 
optimized in a way that positively enhanced the car’s ability 
to maximize traction.  The first step was to construct a Fi-
nite Element Model (FEM) of the existing chassis.  IUPUI 
students worked side-by-side with DSR fabricators to un-
derstand the design of the frame and develop their model, as 
shown in Figure 2.  The students had completed courses in 
structural modeling, statics, dynamics, and vehicle dynam-
ics, all under the guidance of IUPUI’s engineering technol-
ogy and motorsports engineering faculty.  The model was 
constructed as a tube frame using a FEM routine.  Particular 
attention had to be paid to tube dimensions, material proper-
ties, and configuration of the tube junctions. 

 
The second step was to correlate the model.  DSR con-

ducted a static load test, fixing the frame at the front suspen-
sion attachment points and at the rear axle housing.  A static 
load was applied in the center of the frame and deflections 
were measured along its length.  The model was then con-
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strained at the same locations and the same load was ap-
plied.  Predicted and measured deflections were then com-
pared.  This step required refinement of the model, particu-
larly in the vicinity of the rear constraint, to accurately rep-
resent the frame in its test configuration.  The emphasis had 
originally been on the frame members and not on the axle 
housing.  This had to be adjusted in order to match the test 
results. 

 

 
Figure 1. Cory McClenathan’s Don Schumacher Racing Top 
Fuel dragster was the object of a redesigned chassis based on 

analysis by motorsports engineering students 
(Photo used with permission of DSR) 

 

 
Figure 2. Finite element model of a Top Fuel dragster chassis 

 
Ultimately, a good correlation was achieved, as shown in 

Figure 3, allowing the analysis to continue.  The chassis has 
a different stiffness in twist, vertical bending, and horizontal 
bending.  The next step in the process was for the experi-
enced members of the DSR team to sit down with the IU-
PUI students and faculty to discuss what flexibility charac-
teristics of the chassis they collectively believed had the 
greatest impact on the vehicle’s ability to maximize traction 
and, thus, its ability to put the power to the ground.  The 
IUPUI team then began parametric studies utilizing the cor-
related model.  Over a hundred different configurations 
were examined in a process that indicated several trends 
pointing toward the selected goals.  To examine the various 

configurations, three load cases were repeatedly applied to 
the model.  One case examined vertical bending of the chas-
sis, one examined lateral bending of the chassis, and the 
third examined torsional twist of the chassis.  Deflection 
results of the model, as shown in Figures 4 and 5, were 
summarized for each configuration and were compared back 
against the baseline to see which configuration best 
achieved the goals.  In addition to the performance parame-
ters, maximum stresses under various load conditions were 
tracked to make sure that frame life would not be signifi-
cantly impacted; weight was also tracked since a gain in 
weight of the race car would offset any advantage gained 
from the increase in traction. 
 

 
Figure 3. Correlation of chassis deflection test and analysis 

data 

 

 
Figure 4. Predicted bending deflections shown for a load case 
on the Top Fuel chassis 
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Another aspect of vehicle design that was examined was 
driver safety.  Fire is always a safety concern in mo-
torsports, especially in the Top Fuel classes where nitro 
methane is used as fuel.  Figure 6 shows the magnitude of 
the fireball that can occur in a worst-case scenario.  Given 
the proximity of the driver to the engine, as shown in Figure 
7, there is a possibility of flame or engine parts making their 
way into the driver’s cockpit in such an explosion.  For that 
reason, the DSR staff was interested in extending the pro-
tective cowling from behind the driver’s head, over the top 
of the cockpit, to create a barrier against fire and, thus, fur-
ther protect the driver.  However, even to the casual ob-
server, such additional bodywork would appear likely to 
increase the aerodynamic drag around the cockpit.  In a car 
running over 300 miles per hour, such drag could become a 
real competitive disadvantage. 

 

 
Figure 5. Predicted torsional deflections shown for a load case 
on the Top Fuel chassis 
 

 
Figure 6. Fire is always a safety concern in nitro methane-
fueled dragsters (Photo used by permission of Jeff Burk/
DragRacingOnline.com) 

 
Therefore, another study was initiated by IUPUI and 

DSR, relative to the aerodynamics of the car.  Using the 

Computational Fluid Dynamics (CFD) options of the FEM 
routine, the streamlines and turbulent-energy distribution 
around the cockpit were examined, as shown in Figure 8.  
This was done in order to ascertain whether the additional 
protective cowling would, as expected, create unwanted 
drag.  When it was determined that the effect would be a 
performance disadvantage, further analysis was performed 
to determine if there existed a means to counteract this 
negative effect.  A proposed modification to the windscreen 
was determined, which would subtly deflect air around the 
cockpit in a manner that prevented the new protective cowl-
ing from being an aerodynamic disadvantage.  However, to 
further ensure that no detrimental effects occurred due to the 
changes, the flow of air around the cockpit was examined to 
determine if it would hinder the air flow into the engine’s 
inlet or if it would alter the airflow over the downforce-
producing rear wing.  Figure 9 shows results of this portion 
of the analysis.    
 

 
Figure 7. The air flow around the cockpit and engine of the 
Top Fuel car was an area of interest (Andrew Borme photo) 
 

 
Figure 8. CFD analysis model showing airflow streamlines 
over and around the cockpit and engine 
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CFD analysis is akin to conducting a wind-tunnel test on 
a computer; it provides both a visualization tool and a calcu-
lation tool, and will allow the engineer to calculate both lift 
(or in the case of a racecar, downforce) and drag as a func-
tion of the shape of the car.  Flow energy, as well as turbu-
lence, was studied.  In the end, an appropriate combination 
of cockpit cowl and windscreen angle was determined, 
which provided the desired protection without hurting the 
drag, the engine inlet flow, or the downforce provided by 
the rear wing. 
 

 
Figure 9. CFD analysis model showing airflow energy over and 
around the cockpit, engine, and rear wing 

 

Results 

 
Motorsports of any form is, by definition, a very com-

petitive business.  For this reason, those working on the 
DSR/IUPUI project are not at liberty to discuss either the 
precise goals that were set or the exact chassis modifications 
that were used to achieve them.  However, the results have 
been stunning.  An initial configuration change was imple-
mented in Cory McClenathan’s frame in June, 2010.  The 
second event after the change was held at Old Bridge Town-
ship Raceway Park in Englishtown, New Jersey.  The team 
set the fastest thousand-foot time in NHRA history at 3.752 
seconds and a top speed of 324.75 miles per hour.  In the 
post-qualifying interview, McClenathan acknowledged the 
work of the university, saying, "We have been working with 
IUPUI, and those kids are just unbelievable when it comes 
to aerodynamics and how the chassis should work. We have 
been working close with them and they were a big part of 
some configurations we have used.  This car is basically set 
up the way they would like to see it go in the future.” [9]    
 

The configuration of the cowling around the cockpit was 
tested on two of the DSR cars during practice days for the 
annual U.S. Nationals race at O’Reilly Raceway Park in 
Indianapolis, held on Labor Day weekend, 2010.  Both cars 
ran equivalent elapsed times and top speeds to their old con-
figuration, while utilizing the new cowl and windscreen.  

Pressure data was also taken around the engine inlet, and no 
loss of air flow was detected.  These results would indicate 
that the use of engineering tools and analytical skills al-
lowed a configuration to be designed that had the desired 
safety provision with no detrimental performance impact.  
But more importantly, from a safety standpoint, when Tony 
Schumacher’s engine exploded after the end of one of the 
test runs, no fire entered the cockpit and, in fact, the driver 
was initially unaware of the explosion.  Subsequently, 
Schumacher, on March 27, 2011, in a race in Pomona, Cali-
fornia, set the fastest-ever top speed for a thousand-foot run, 
at just over 327 miles per hour, using the new cockpit cowl.  
Clearly, this new design offers protection without harming 
vehicle performance. 
 

Conclusions 

 
1. Proper selection of racing-chassis stiffness parame-

ters has been shown to affect the ability to maximize 
vehicle traction. 

2. Small changes in body shape can create noticeable 
improvements in air-flow around the race car, affect-
ing drag, downforce, and inlet flow. 

3. The use of engineering-design skills to achieve im-
proved vehicle designs in motorsports can determine 
subtle changes capable of producing significant re-
sults. 

4. Engineering programs focused on motorsports can 
develop curricula and research projects with the abil-
ity to develop unique skill specialties applicable to 
motorsports, and produce students capable of making 
a significant impact within the industry. 

5. Since developments in motorsports can lead to im-
provements in street cars, a program such as the one 
discussed here may one day influence the design of 
everyday vehicles. 

6. Industry/academia partnerships can yield both inno-
vative improvements and excellent learning opportu-
nities. 
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Abstract  
 

This study presents the development of a tool-condition 
monitoring (TCM) system that utilizes signal decomposition 
techniques and multi-sensor methods. The raw signals ob-
tained from multiple sensors under a series of combination 
of different machining parameters and tool conditions were 
examined. The most significant components of each signal 
were employed to develop a tool-condition monitoring sys-
tem. Fairly simple and quick statistical model implementa-
tion methods are proposed to eliminate the effects of ma-
chining parameters from the signal sensor to avoid multicol-
linearity among independent variables. The statistical TCM 
system developed in this study showed 90% accuracy from 
151 test samples with a reject flank wear size of 0.2mm or 
larger. The test results demonstrated the practical applicabil-
ity of the TCM system developed to reduce machine down-
time associated with tool changes and to minimize the num-
ber of scraps in existing machine shops. 
 

Introduction 
 

Metal-cutting processes, such as milling, drilling, and 
turning operations, are primary manufacturing processes 
and finishing operations used to achieve very high dimen-
sional accuracy close to the desired surface finish [1]. Even 
though automated metal-cutting processes, such as com-
puter numerical control (CNC) machining, has provided 
cost-effective solutions by replacing highly skilled but 
costly laborers, manufacturers have faced increasing mass-
customized product demands in the past couple of decades 
[2-4]. The products have become more individualistic, var-
ied, and complex to manufacture. Manufacturers require 
new technologies and methods that allow small-batch pro-
duction to gain the economic advantages of mass production 
[1], [5], [6]. Computer Integrated Manufacturing (CIM) and 
Flexible Manufacturing Systems (FMS) provided ideal solu-
tions by increasing machining flexibility (the capability to 
perform a variety of operations on a variety of part types) in 
addition to flexibility in routing, process, product, produc-
tion, and expansion [1]. 
 

Although the combination of CIM and FMS technolo-
gies showed a great promise as cost-effective solutions for 
current industry demands, CIM-FMS systems require a 
number of prerequisites, such as uninterrupted machining to 
achieve maximum efficiency [7]. However, deteriorating 
process conditions often force manufacturers to interrupt 
machining processes to respond to deteriorating production 
conditions such as machine conditions. Thus, developing an 
effective means of monitoring machine conditions has be-
come one of the most important issues in the automation of 
the metal-cutting process [8]. 
 

Among the many possible machine conditions to be 
monitored, tool-condition is the most critical for ensuring 
uninterrupted machining as poor tool conditions can cause 
degraded surface quality, dimensional work piece defects, 
and even machine failures [8]. Any effective monitoring 
system must sense tool conditions and allow for effective 
tool-change strategies when tools deteriorate and maintain 
proper cutting conditions throughout the process by reduc-
ing machine downtime caused by changing the tool, thus 
leading to fewer process interruptions and higher efficiency 
[9]. The information obtained from the tool-wear sensors 
can be used for several purposes including the establishment 
of a tool-change policy, economical optimization of the 
machining operations, on-line process manipulation to com-
pensate for tool wear, and, to some extent, the avoidance of 
catastrophic machine failure. 
 

Since advanced machining was introduced in the mid-
1900s, various methods to monitor tool wear have been pro-
posed, thereby expanding the scope and complexity of tradi-
tional methods. However, none of these efforts has been 
applied universally due to the complex nature of the ma-
chining process [10]. More automated approaches were at-
tempted using computer-numerical control (CNC) technol-
ogy. However, several obstacles, such as 1) the narrow 
learning capability of CNC machines, 2) the limited flexibil-
ity of the CNC controller, 3) the relatively large dynamic 
errors encountered in CNC operations, 4) sensor noises, and 
5) the inconsistency between machines, halted widespread 
implementation [11]. Many studies attempted to overcome 
these limitations by finding and utilizing various sensor 
technologies and signal-processing techniques. 
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Tool-condition Monitoring Studies 
 

Tool-condition monitoring methods can be classified 
into direct and indirect methods, depending on the source of 
signals collected by sensors. Direct methods sense tool con-
ditions by direct measurement of the tool. Direct methods 
include optical, radioactive, and electrical resistance. Alter-
natively, indirect methods sense the tool conditions by 
measuring secondary effects of the cutting process, such as 
acoustic emission (AE), sound vibrations, spindle- and feed-
motor current, cutting force, and machining vibrations. Di-
rect methods are beneficial because they take close readings 
directly from the tool itself. In contrast, indirect methods 
must rely on conditions other than the tool itself to judge 
tool conditions. However, direct methods are limiting be-
cause the machining process must be interrupted to make 
the direct measurements [12-14]. As a result, machine 
downtime increases, as do costs for tool-condition monitor-
ing, which is contrary to the purpose of the TCM system. 
Researchers, therefore, have preferred indirect methods to 
study in-process tool-condition monitoring systems. 
 

Because indirect methods do not require access to the 
tool itself to measure the tool conditions, signals that indi-
cate the tool condition can be gathered in real-time, while 
the machine is running. However, despite the benefits of in-
process measurement, indirect methods also have some dis-
advantages. Because the information (or signal) is collected 
by sensors which do not measure the tool conditions di-
rectly, additional components are required to correlate the 
indirect measurements with tool conditions. Additionally, 
indirect measurements are weakened by noise factors asso-
ciated with the machining process and environments. Noise 
factors tend to weaken or totally eliminate relationships 
between the indirect information and actual tool conditions. 
For indirect, in-process measurements to be effective, meth-
ods that can identify significant signal components and 
eliminate the interfering noise are required. 
 

In the many studies attempting to correlate indirect sen-
sor signals with actual tool conditions, the following meth-
ods have been actively employed: 1) statistical regression 
techniques [9], [15-18], 2) fuzzy logic [10], [19], 3) artifi-
cial neural networks [20-25], and 4) fuzzy-neural networks
[11], [26-28]. In many of the aforementioned studies, the 
relationships between indirect signals and tool condition 
were weak because unknown factors and noise factors di-
luted the signals collected by the sensors during machining. 
Some studies attempted to eliminate or minimize noise fac-
tors from the information collected by indirect sensors. 
Wavelet transform methods were used to remove noise fac-
tors from the information collected by the sensors [10], [29-
31]. These studies showed that a wavelet transform process 

can increase the correlation between the de-noised signals 
and tool conditions. However, these studies still could not 
separate the significant component of the indirect signals to 
provide a strong relationship with tool conditions. 
 

A limited number of sensors have been adopted in most 
studies involving indirect sensing systems. The most widely 
adopted sensors are 1) dynamometers [9], [11], [32], [33], 
2) acoustic emission (AE) sensors [3], [34], [35], 3) micro-
phones [4], [36], and 4) accelerometers [2], [8], [18]. How-
ever, the limitations of the sensors must be considered in 
TCM studies, such as high cost, lack of overload protection, 
and noise integrity [37], [38]. Some studies showed im-
provements in tool-condition recognition by combining 
multiple sensing technologies [2], [28], [39-41]. 
 

From a review of previous studies, this study employed 
the following technologies to develop a TCM system: 1) a 
tri-axial accelerometer and condenser microphone for indi-
rect sensors, 2) wavelet decomposition for signal process-
ing, and 3) statistical analysis for signal components analy-
sis and tool-condition prediction. The sensors employed 
provided relatively easy mounting methods with fairly low 
costs. The wavelet decomposition technique was employed 
not only to filter noise factors but also identify significant 
signal components for tool conditions. The statistical ap-
proach was employed for a relatively short model-
development time and quick implementation into the ma-
chine. Figure 1 illustrates the overall process of this study. 

 
 
 
 
 
 
 
 

 
 
 
 

Figure 1. Illustration of Overall Process 

 

Experimental Setup 
 

For this study, a Hass SL-10 CNC Turning Center was 
employed. For simultaneous multi-directional vibration sig-
nal collection, an ICP tri-axial accelerometer, model 
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356B21 from PCB Piezotronics, was employed. Its response 
frequency range (2 to 2000Hz) and high sensitivity (10mV) 
allowed for the exploration of various signal components. 
For sound signal collection, a PCB condenser microphone, 
model 377B02 from PCB Piezotronics, and a preamplifier, 
model 426E01 from PCB Piezotronics, were employed. The 
condenser microphone provided a wide range of frequencies 
(3.15 ~ 20,000Hz), which was crucial for this study as it 
allowed for the exploration of various frequency-screening 
windows. For signal conditioning, an ICP Sensor Signal 
Conditioner, model 482A22 from PCB Piezotronics, was 
adopted.  It provided four input and output channels simul-
taneously with significantly lower noise. The signals passed 
through the signal conditioner were sent to a data-
acquisition system. For the data-acquisition system, a 
DaqBook 2005 A/D converter and DBK85 input module 
from IOtech were employed. DaqView data-acquisition 
software was also employed in this study to record data on a 
PC. A series of post processes, including signal processing 
and data analysis, were performed on a PC. Figure 2 shows 
the illustration of the experimental setup. 
 

There were three directions of vibrations measured in 
this experiment: the positive x (+X) direction, defined as the 
radial direction from the center of the work piece to the tool 
tip; the positive z (+Z) direction, defined as the longitudinal 

direction from the work piece holder to the tool holder; and, 
the positive y (+Y) direction, the tangential direction, which 
was assigned using the right-hand rule. This study employed 
the straight cut (a major cutting type in turning operations), 
with hardware setup that included a general-purpose index-
able insert tool, a befitted shank, and a tool holder for the 
indexable insert tool. To ensure a stable cutting operation, 
the cutting tool was aligned with a radial line of the work 
piece. 
 

In this study, the tri-axial accelerometer was mounted 
under the shank, which was determined to be an efficient 
position for detecting the vibration from the cutting tool 
during machining. The condenser microphone was mounted 
in the machine, aiming the contact point between the cutting 
tool and specimen. To avoid direct contact with chips, a 
customized fixture was designed and inserted in the turret of 
the machine. Figure 3 shows the schematic illustration of 
the microphone and the fixture in the turret. 
 

The goal of this study was to develop a tool condition 
monitoring system using the signals detected by the two 
sensors with three machining parameters (spindle speed, 
feed rate, and depth of cut). To conduct the experiment, an 
experimental design was established. Two sets of data were 
designed for the development of a TCM system in this 
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Figure 3. Microphone Fixture Design 

 
study. The first set was designed to develop a TCM predic-
tion model. Three different spindle speeds, feed rates, and 
depths of cut were determined. These machining parameters 
were determined based on the combination of the work 
piece material and cutting tool. Appropriate parameters are 
recommended by the machine-tool manufacturer to ensure 
the quality of the product and the life of the machine. In this 
study, general ranges of spindle speeds, feed rates, and 
depths of cut were chosen with combinations of the tools 
that  have  different  amounts  of  wear.  Machining  behav-
ior was determined by signals captured by the two sensors 
(tri-axial accelerometer and condenser microphone) under 
different combinations of tool and machining conditions. A 
second set was designed to test the TCM model, which 
shows its prediction capability of under the identical ma-
chining conditions of the first data set. The second data set 
also included two different spindle speeds, feed rates, and 
depths of cut, with machining conditions not included in the 
first data set. These data were included to test the flexibility 
of the TCM system. From the experiment, a total of 270 
signal data were collected for model build and 151 signal 
data for system test. 
 

Signal Processing and Post Process 
 

Among the many statistical properties of the raw signals 
(such as mean value, maximum value, minimum value, 
standard deviation, etc.), several studies have suggested that 
the adjusted mean value or root mean square (RMS) of the 
signal data can be used to represent the characteristics of the 
raw signal [15], [42-44]. Based on these findings, this study 
utilized the adjusted mean values of each member in the 
data set to define the overall characteristics of the data from 
the experiment. 

The raw signal obtained from the sensors contains not 
only the signal caused by the interactions of the tool and 
work piece, but also background “noise” signals from other 
sources, such as the hydraulic pump motor, feed motors, 
and environmental vibrations. Therefore, it is extremely 
difficult to detect or obtain any desired characteristic free of 
all the others. There is also no guarantee that detecting only 
the desired signals is an effective means of monitoring the 
tool condition. 
 

Several studies employed a signal decomposition tech-
nique for TCM systems [10], [30], [31], [45], [46]. How-
ever, these studies utilized only the noise-cancellation as-
pect of the wavelet transform. Using this method, there is 
also no guarantee that the filtered signals, obtained after 
canceling the signals categorized as noise, are sufficient for 
monitoring the tool condition. Therefore, it is necessary to 
analyze each signal component obtained by the signal-
decomposition process to find those most suitable to the 
task of detecting the tool condition. 
 

Data from each raw signal were transferred to Matlab 
and decomposed into six components. For the decomposi-
tion process, the 4-level Daubechies decomposition scheme 
was employed [47]. After the decomposition, the adjusted 
mean value of each component was stored for further data 
analysis. This study employed Matlab and its add-on wave-
let toolbox to decompose the signal. 
 

The outcome of the decomposition process of the raw 
data was six component signals from each of the raw signal 
data. The adjusted mean value of each signal component 
was calculated and utilized as the statistical property of each 
component. To find the most significant component related 
to tool conditions, a simple statistical analysis was per-
formed using a multivariate test using JMP from SAS. Cor-
relation factors of each signal component to tool wear 
amounts were determined. The test results are shown in 
Table 1.  
 

Table 1. Correlation factors of tool wear and 
signal components 

The test revealed that the 6th component of the three di-
rection vibration signals had the most significant relation-
ship to tool wear. Compared with the original signals, dra-

Signal Org Cmp1 Cmp2 Cmp3 Cmp4 Cmp5 Cmp6 

X .0523 .0008 .0246 .0793 .3043 .2414 .4944 

Y .1035 .0167 .0233 .0314 .0753 .0831 .3808 

Z .0090 .0240 .0436 .0503 .1929 .2013 .4716 

S .0186 .0973 .0895 .0604 .0800 .0293 .0506 



——————————————————————————————————————————————–———— 

 

matic increases of correlations with tool wear were found. 
Results from microphone signal analysis showed that the 1st 
component had a more significant relationship with the tool 
wear than the other components. From the test results, the 
6th component of each vibration signal and the 1st compo-
nent of the sound signals were employed to represent each 
of the signals for further analysis. 
 

To develop a tool-condition prediction model, this study 
employed a statistical multiple regression analysis. The in-
dependent variables in this analysis were: different machin-
ing conditions; the combinations of spindle speed, feed rate, 
and depth of cut; and, the signals obtained from the two 
sensors. The dependent variable was the amount of tool 
wear under each cutting condition. However, strong interac-
tions were expected between the machining parameters and 
signals employed as independent variables. This crossed 
relationship among independent variables is referred to as 
multicollinearity. The existence of multicollinearity can be 
interpreted as the duplicated effects of some independent 
variables on the other independent variables. All of the in-
dependent variables were used to predict the dependent 
variables. 
 

The following sections introduce the method used to test 
multicollinearity among the independent variables, which 
are machining parameters and signals. Additionally, these 
sections describe the method used to eliminate the effect of 
the variables of machining parameters from the variables of 
signals. To find the existence of the duplicated effects of 
independent variables on dependent variables, a multivariate 
test was performed. The Pearson correlation factors of each 
of the variables were calculated based on the following 
equation. 

 
                                                                                            

          (1) 
 
where  r = Pearson correlation factor of variables x and y 

                 = mean of variables x and y 
 
Table 2 summarizes the test results showing the signifi-

cant relationships among the machining parameters (S: spin-
dle speed, F: feed rare, D: depth of cut), three vibration sig-
nals (Vx, Vy, Vz), and the sound signals (Sm). The existence 
of a relationship between the machining parameters and two 
sensor signals was observed. In other words, the existence 
of multicollinearity among independent variables was 
found. 

 
To eliminate the effects of machining parameters from 

the vibration signals of the three directions and sound sig-
nals, the following assumption was applied: 

 
                                                                                       (2) 

 
where  Si = measured signals from a sensor 

 SPi = spindle speed 
 FRi = feed rate 
 DCi = depth of cut 
 Ei = effect of other factors during machining 
 ei = error 
 

Table 2. Pearson correlation factors between 
machining parameters and sensor signals 

 
This assumption allowed a multiple regression analysis 

with interaction terms to be used to eliminate the effects of 
the spindle speed, feed rate, and depth of cut from the raw 
signals. In the analysis, each signal was tested as an inde-
pendent variable, and the machining parameters were em-
ployed as the dependent variables. By subtracting the pre-
dicted values of each signal from the observed values and 
the machining parameters, a new signal value was obtained. 
Finally, the new signal values can be assumed not to have 
the effects of machining conditions, spindle speed, feed rate, 
and depth of cut. 
 

Based on the ANOVA test results of each signal, four 
prediction models of each signal could be determined. Each 
signal model employed the spindle speed (S), feed rate (F), 
and depth of cut (D) as independent variables. Hence, the 
vibration signals (VX, VY, and VZ) and the sound signal (Vs) 
could be transformed by the following equations based on 
each predicted signal  (     : predicted x-direction vibrations; 

: predicted y-direction vibrations;   : predicted z-
direction vibrations;       : predicted sound signals):  

 
 
                                                                                      (3) 
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                                                                                            (4) 

 
 
 

                                                                                            (5) 
 
 
 
 
                                                                                            (6) 

 
 

Statistical TCM System 
 
To test the benefit of the decomposition process, two 

statistical models were developed. One model employed 
significant signal components obtained from the decomposi-
tion process, and the other model employed raw signals 
obtained from the sensor. Statistical multiple regression 
models with interactions among the independent variables 
were developed, employing the raw signals of the vibration 
and sound sensors (Model A). As shown in Table 3, the R2 
value of the model that employed the raw signal data with-
out a decomposition process was 0.733, which indicates that 
73.3 % of the observed variability of the tool wear can be 
explained by the independent variables. Because a full fac-
torial analysis was performed, 128 (27) terms for the multi-
ple regression models were obtained from the seven inde-
pendent variables. 
 

Table 3. Summary of the model with raw signal data 
(Model A) 

In the same manner, another model was developed, em-
ploying the significant components of the vibration and 
sound signals found in the decomposition process (Model 
B). The statistical test results are shown in Table 4. Accord-

ing to the test, the R2 value of the model was 0.818, which 
indicates that 81.8 % of the observed variability of the tool 
wear can be explained by the independent variables. Be-
cause the model also employed a full factorial analysis, it 
had 128 (27) terms from the seven variables. From the com-
parison of its R2 values, the model with a signal decomposi-
tion process showed 12.6% improved prediction perform-
ance over the model without the signal decomposition proc-
ess. 
 

Table 4. Summary of the model with significant signal 
component data (Model B) 

A statistical test was also performed to further test the 
significance of the improvement of Model B, which em-
ployed the significant signal components from the decom-
position process, versus Model A, which employed raw 
signals. The following hypothesis was tested: H0: φModel A = 

φModel B, H1: φModel A ≠ φModel B ,where φModel A = deviation of 
Model A in the data set, and φModel B = deviation of Model B 
in the data set. From the test results shown in Tables 5, the 
hypothesis was rejected, which means that the mean devia-
tion values of Model B were significantly smaller than the 
mean deviation values of Model A. These test results 
proved that there is a significant benefit of adopting a signal 
decomposition process in the development of a multiple 
regression model for the TCM system. 

 
Table 5. Comparison of test results of Model A and Model B 
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R2 Adjusted R2 Observations 
Root Mean 

Square Error 
Mean of Re-

sponse 

.733 .439 243 .002895 .016071 

Source Df 
Sum of 
Squares 

Mean 
Square 

F Sig. 

Model 121 .00265198 .000021 2.4909 <.0001 

Error 115 .00096408 .000008   
C. Total 242 .00361607    

R2 Adjusted R2 Observations 
Root Mean 

Square Error 
Mean of 
Response 

.818 .617 243 .002391 .016071 

Source Df 
Sum of 
Squares 

Mean 
Square 

F Sig. 

Model 121 .00295844 .000023 4.0735 <.0001 

Error 115 .00065763 .000006   
C. Total 242 .00361607    

 N Mean 
Standard 
Deviation 

Standard 
Error Mean 

Deviation 
Model A 

243 .0015517 .0012514 .0000803 

Deviation 
Model B 

243 .0011655 .0011131 .0000714 
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Results and Discussion 
 

The model developed (Model B) was tested with a new 
set of data. The test included 151 data with various tool 
wear amounts and independent variable values. The predic-
tion capability of the model was tested based on the crite-
rion of detecting the rejecting tool condition, (STOP-GO), 
which has a practical applicability in actual manufacturing 
situations [39], [48]. The amount of tool wear to reject was 
set to 0.2mm or more. This threshold represents the maxi-
mum practical amount of flank wear in a turning operation 
for precision machining. This threshold for flank wear is 
smaller than the value suggested by ISO 3685 (0.3mm) for 
general machining [39], [49], [50]. Table 6 shows the re-
sults of the TCM model with 151 tests, including 62 sharp 
tools and 89 worn tools based on the criterion of a flank 
wear size larger than 0.2mm. From the 62 sharp tool tests, 
10 samples were predicted to be worn tools (type II error), 
83.87 % accuracy in sensing sharp tools. From the 89 worn 
tool tests, 5 samples were predicted to be sharp tools (type I 
error), 94.38% accuracy in sensing worn tools. Overall, the 
TCM system developed showed a 90.07% (136 out of 151) 
accuracy in identifying the tool conditions based on the cri-
terion of a 0.2mm flank wear size. 

 
Table 6. Summary of test results 

 
Despite the increasing need for in-process tool-condition 

monitoring systems in metal-cutting manufacturing indus-
tries to eliminate or minimize the defective parts caused by 
tools that fail to be identified as “worn tools,” a limited 
number of studies showed the economical yet successful 
integration capacity of the systems proposed [51], [52]. In 
this study, a tri-axial accelerometer and condenser micro-
phone, one of the most cost-effective and accessible sensors 

on the market, were proposed as the sensors for an in-direct 
tool-monitoring system. To minimize the disadvantage of 
the in-direct sensing method for tool-condition monitor-
ing—the higher integration of noise factor from the signals 
obtained—a series of signal-processing and statistical tech-
niques were proposed. Following is a summary of the find-
ings of this study.  

 
1. By eliminating the effects of the machining parame-

ters (spindle speed, feed rate, and depth of cut) from 
each vibration and sound signal, a 12.6% increase in 
the prediction capability was found from the statisti-
cal multiple regression model compared with the data 
found when disregarding the machining parameter 
effects on the signals. 

 
2. The statistical multiple regression model developed 

showed 90.07% accuracy in detecting tool conditions 
from 151 tests when it was adopted as a “STOP-GO” 
tool with a reject flank wear amount of 0.2mm or 
greater. 

 
This study showed the successful development of an in-

process tool-condition monitoring system. However, there 
are limitations that must be resolved to integrate the tool-
condition monitoring systems into current CNC technolo-
gies. The following are recommendations for further study 
of the tool-condition monitoring system development in 
CNC machines to resolve the limitations. 
 

1. The adoption of a tri-axial accelerometer and a con-
denser microphone showed successful results. How-
ever, there is a need for further study for sensor 
mounting and shield method to eliminate the interfer-
ence of chips created during the cutting process. 

 
2. In this study, the raw signals were decomposed into 

six components. To test the performance of the vari-
able ranges of signal components, testing the decom-
positions with different numbers of components and 
the correlations between the components with tool 
conditions is recommended. 

 
3. In this study, limited tool conditions, machining pa-

rameters, and work piece materials were utilized. To 
practically use the system in industry, enlarging the 
number of tool conditions and machining parameters 
with various materials is recommended to build a 
larger database for the tool-condition monitoring 
system. 

 
 
 

Levene’s Test for 
Equality of Variance t-Test for Equality of Means 

F Sig. t df Sig. 
(2-

tailed) 
Mean 
Differ-
ence 

Std. 
Error 

Differ-
ence 

5.275 .022 3.595 484 .000 1.383E-4 8.9E-5 

  Predicted 
Sharp Tool Worn Tool Total 

Ob-

served 
Sharp Tool 52 10 62 
Worn Tool 5 84 89 

Total 57 94 151 
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OVERVIEW AND DESIGN OF NEAR-NET FORMED 

SPHERICAL INVOLUTE STRAIGHT BEVEL GEARS 
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Haris Ligata, American Axle & Manufacturing; Henry H. Zhang, Purdue University 

Abstract 
 
Near-net formed straight bevel gears are used exten-

sively in the automotive industry today. The design is 
mostly made by using tools developed for cut straight bevel 
gears. In this study, the forged (near-net formed) and cut 
straight bevel gears are compared in terms of their design, 
gear blank form, manufacturing process and durability 
(strength). In addition, current design methodology was 
reviewed and the necessary steps for the proper design of 
straight bevel differential gears (cut or net-formed) were 
proposed. Influence of the number of pinions, loading type 
(fully-released, or fully-reversed) and gear blank form on 
durability of the gears was investigated. Finally, modifica-
tions to the existing design approach were proposed to ac-
count for the specific shape of the forged gear blank form. 
 

Introduction 
 

Straight bevel gears are used for transmission of power 
between intersecting shafts positioned at, or close to, 90º 
angles. They are mostly used in relatively low-speed appli-
cations. Their most important application is in the field of 
automotive differentials.   
 

Unlike other types of gears, straight bevel gears can be 
forged to a finished tooth shape. The forged gears have sev-
eral distinct advantages over their counterparts produced by 
cutting. Such gears have considerably higher material prop-
erties due to the undisturbed grain flow and additional sup-
port (webbing), they are much cheaper (in production envi-
ronment) and faster to manufacture, they can be of higher 
quality, and the geometry of their teeth is not limited by the 
tooling or existing tooth-generation methods. 
 

Forging of straight bevel gears starts with the blank de-
sign, followed by the surface geometry (and micro-
geometry) definition. In the next step, the die is defined as 
the negative of the gear surface. Finally, the hot or warm 
billets are forged into the gears. A process chart of straight 
bevel gear forging is shown in Figure 1. 
 

This process has several challenges. First, the geometry 
of teeth must be accurately defined as no additional machin-
ing of teeth will be performed after forging. Next, the coor-
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dinates of the gear surface must be modified to account for 
thermal distortion, elastic spring-back of material and pat-
tern ease-off. The coordinates are then exported in the ap-
propriate form to the CNC machines used in the manufac-
turing of dies, or electrodes used in die production. Finally, 
due to the risk of thermal distortion and die wear, the theo-
retical and actual gear-tooth geometry must be frequently 
compared. 

Figure 1. Process chart of straight bevel gear forging 

 

Comparison of Cut and Near-net 
Formed (Forged) Straight Bevel 
Gears 
 

Comparison of Design Processes 
 

Both of the processes follow the same preliminary de-
sign, originally intended for cut gears. The process will be 
described in more detail in the next section. The design 
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 stage of the cut gears finishes with the design summary, 
which also contains cutting-machine setup. Tooth form of 
the forged gears is obtained in an additional step in which 
specialized software is used to provide the coordinates of 
the surface points. The coordinates are used to design solid 
models of the gears, to perform contact analysis and, finally, 
to design and manufacture forging dies. 
 

Comparison of Production Processes 
 

Cutting of straight bevel gears is a natural extension of 
the process used in the manufacture of other types of gears. 
The material from the blank is generally removed by using 
circular cutters [1]. While the gear teeth in parallel-axis ap-
plications (spur and helical) have involutes tooth forms, 
such a tooth form is not easily applicable to the production 
of straight bevel gears. The cutters for involute straight 
bevel gear applications would have to have slightly curved 
blades instead of straight ones used in the production of 
spur and helical gears. For that reason, the straight bevel 
gears are usually manufactured by using different tooth 
forms, most often ones being Coniflex® (with octoidal 
tooth form) [1-3], and Revacycle® (with circular tooth 
form) [1-3]. Cutting of straight bevel gears in production 
requires specialized machines and cutters, and blanks either 
forged or cut from a solid. When a small number of gears 
are required (prototypes), it is possible to use general mill-
ing machines for production of cut bevel gear prototypes 
[4]. 
 

Dies used in straight bevel gear forging are generally 
manufactured by using two methods, graphite electrode 
electro-discharge machining and direct milling. In EDM 
machining, a graphite electrode (shaped as a gear) is fed 
into the solid block of material to produce a cavity for the 
die. Direct milling uses end-milling on CNC milling ma-
chines. Direct milling is regarded as a more accurate proc-
ess of production [5] due to the fact that it requires fewer 
steps for gear forging. Finally, forged bevel gears are pro-
duced by hot or cold forming of cylindrical billets in a two-
part die. Cold forming yields better accuracy, but requires 
much larger forging presses and is usually used for smaller-
sized gears. For improvement of accuracy in hot forming, 
cold forming (only minor deformation) can be added as an 
additional finishing step. 
 

Both of the aforementioned processes (cutting and forg-
ing) are followed by additional machining that excludes 
toothed portion of the gears (spline broaching or rolling, 
pinion-bore machining and sizing, back-face machining). 
The final operation is heat treatment, followed by scale 
cleaning. 
 

Production cycle time for the manufacture of a straight 
bevel gear is much shorter when forging process is used. 
Generally, cutting would require 4 or more seconds per 
tooth [6] (yielding at least 40 seconds per gear in addition to 
mounting and dismounting time), while forging requires 
approximately the same time for the manufacture of the 
whole gear. This advantage, in addition to the strength im-
provements to be mentioned later, makes the forging proc-
ess a clear choice for straight bevel gear manufacture in a 
production environment. On the other hand, bevel gear pro-
totypes are more efficiently produced by gear cutting, where 
small changes are easily implemented. The forging process 
often requires more than one iteration (more than one die) to 
properly account for heat distortion and desired contact pat-
tern. 
 

Comparison of Durability 
 

An increase in strength is the biggest advantage of 
forged over cut gears. The bending-fatigue-strength 
(durability) benefit of gear forging was observed throughout 
history, with test results ranging widely. The two main rea-
sons for the improvement of durability come from the favor-
able microstructure of the forged material and, possibility, 
adding webbing (reinforcement) to the forged gears. 
 

Grain structure of the material remains mostly randomly 
oriented during the cutting process. Flow of the material 
(grain flow) during forging creates a favorable grain struc-
ture that is capable of resisting higher loads. The estimates 
of bending-fatigue-life benefits of forged spur gears range 
widely – from 30% [7], to over two times [8], to more than 
seven times longer [9]. The contact-fatigue improvement is 
also expected due to the compressive residual stress at the 
surface of the teeth.  
 

The shape of the gear blanks produced by these two 
processes is rather different. This can be observed in Fig-
ures 2 and 3, showing cut and forged gear pairs. While the 
tooth surfaces of both gear pairs must remain the same to 
properly transfer power, the forged gear pair has additional 
material (web) added to its back (heel) and front (toe) por-
tion. This additional material lowers the bending stresses 
further by 8 - 10% (according to FEA analyses of gears with 
and without webbing), which translates to up to 2 times 
longer bending-fatigue life. Cut gears cannot have such 
form because the reinforcement (webbing) would be re-
moved during cutting. 
 

Figure 3 compares the shape of toe and heel portions of 
the cut and forged gears. Closer examination of the toe por-
tions of pinion and gear reveals another potential problem 
with cutting of straight bevel gears. Namely, cut parts in the 
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figure have very thin toe portions (~ 0.3mm) and could not 
be used in a practical application. The possible ways to in-
crease thickness of a toe (front) portion of the cut gears in-
clude reducing face width and reducing contact ratio. Re-
duction in face width increases stresses, while a decrease in 
contact ratio leads to a rougher transfer of power and possi-
ble premature failures due to dynamic (impact) loading. 

 

Figure 2. Example of a) cut and b) forged straight bevel gears 

 
Figure 3. Comparison of the front (toe) and back (heel) 

portions of a) cut straight bevel gears, and b) forged 
straight bevel gears 

 
In addition, forging offers more freedom in choosing the 

shape of the gear root region, which can lead to further 
benefits in terms of strength. It can also prevent or at least 
delay undercutting, which becomes a limiting factor for 
gears with long face widths. 
 

Figure 3 shows that the length of the gear-tooth tip (tip 
length) on the cut gears is usually larger than the corre-
sponding length on forged gears. In order to decrease bend-
ing stresses, designers are tempted to further decrease the 

outside diameter of the gears to make more space for the 
reinforcement (webbing) on the back of the mating gear. 
This causes higher contact stresses at the tip and root re-
gions of the gears, which can lead to premature failure due 
to contact fatigue (pitting and spalling). In such cases, the 
tip length should be extended and heel (back) webbing ei-
ther reduced or completely removed. 
 

In summary, there are considerable differences between 
cut and forged gears in terms of design procedures, produc-
tion procedures, blank shape and performance. Forged gears 
have considerable benefits in almost all of these categories, 
and that makes forging the preferred production process in 
industry today. Unfortunately, a considerable portion of the 
existing design process was developed for cut gears. 
Changes to the design and development of analysis proce-
dures will be addressed in the following parts of this work. 
 

Design Procedure 
 

Review of the Currently-used Design Pro-
cedures for Straight Bevel Gears 
 

Straight bevel gears are traditionally designed by using 
either the Gleason program package or AGMA equations. 
The methods yield almost identical results, though with 
several differences which will be pointed out later in this 
section.  
 

Gleason, as a main manufacturer of gear-cutting equip-
ment and machines, offers a program package that, in addi-
tion to a gear blank (design geometry) summary, also offers 
machine setup and cutting summaries. The package consists 
of two main programs, A261 (used for Revacycle® design) 
and A201 (used for Coniflex® design).  Both of the Gleason 
programs utilize optimization procedures based on desired 
bending-stress factors and tip-thickness ratios in a normal 
plane. Bending-stress factor is based on the general Stress-
Life (S-N) curve and is used as a measure of the expected 
life ratio of the pinion and gear. The factors equal to 0 and 
0.18 designate ‘equal stress’ (gear and pinion have equal 
bending stresses) and ‘equal life’ (gear and pinion have 
equal fatigue lives) concepts, respectively. In addition, the 
programs check if the gears are undercut, which is another 
limiting factor in the design. The undercut, as defined by 
Gleason, is a function of both gear and tool geometry, and 
for the forged bevel gears which do not use cutting tools the 
tool-related undercut does not play a role.   
 

The AGMA procedure [10], [11] for design of straight 
bevel gears is similar to the Gleason Coniflex® straight 
bevel gears. The procedures yield very similar results. 
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Design of Straight Bevel Differential 
Gears 
 

Several modifications should be made to properly apply 
these procedures to differential gears. They can be divided 
into two groups – modifications to account for the loading 
histories, and modifications to account for the specific ge-
ometry of the differential gears.  

Figure 4. Straight bevel gears in a differential assembly 
(differential case not shown) 

 
A typical differential consists of two side gears and at 

least two pinions (Figure 4). The Gleason and AGMA pro-
cedures, being written for a general application, consider a 
different arrangement in which one side gear and one pinion 
are in contact. Assuming that the gear ratio (number of side 
gear teeth divided by the number of pinion teeth) is equal to 
1.5, such an arrangement would result in the gear-tooth load 
(stress) history shown in Figure 5a. The stress history of the 
gears in the differential assembly from Figure 4 would be 
represented by Figure 5b. Comparing loading of the side 
gears in Figures 5a and 5b reveals that the side gear in the 
differential with two pinions experiences double the number 
of cycles. In the differential with four pinions (Figure 5c), 
the side gear would experience four times the number of 
cycles. This difference in the cycle count could simply be 
taken into consideration after obtaining results (stresses) 
from the design procedures. The modified number of cycles 
could be then used in the bending and contact fatigue analy-
sis to predict the durability of the differential side gears. 

  
Figures 5a and 5b show pinion-tooth loading histories 

with completely different characters. The pinion in a differ-
ential assembly contacts two side gears by the opposite 
sides (flanks) of the teeth. Such an arrangement results in a 
reversed loading (Figure 6b), which causes more damage in 
the root region of the teeth than the loading of the pinion in 
contact with one side gear (Figure 5a). Bending fatigue 
analysis must be evaluated by using a reversed loading cy-

cle for each pinion revolution. Due to the fact that it con-
tacts two side gears with the opposite flanks, the differential 
pinion accumulates one contact fatigue cycle per rotation.  

 
The above review of the loading histories shows that it is 

necessary to additionally process the results (stresses) ob-
tained from the currently available design procedures.  
 

Figure 5. Loading history in the system with a) one side gear 
and one pinion, b) two side gears and two pinions, and c) two 

side gears and four pinions 
 

Figure 6. Example of a) fully released loading, and 
b) fully reversed loading 
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Traditionally, strength of pinion and side gear is judged 
by a calculating factor, proposed by Gleason, 

 
 
 

                                                                                            (1) 
 
 

where       and       are bending stresses on side gear and pin-
ion, and       and         are their respective numbers of teeth. 
It is easy to show that the factor becomes equal to zero 
when the stresses on pinion and side gear are equal. Life of 
a component can be predicted by using Basquin’s equation 
(2) 
 
                                                                                            (2) 
 
 
                                                                                            (3) 
 
                                                                                            (4) 
 
 
Where        and         are predicted life (number of cycles) 
and alternating stress (number of cycles) of the component 
i,        and     are material properties,         is alternating 
stress and        is the mean stress component. Equation (2) is 
created by using fully reversed loading in which a test 
specimen is cyclically loaded in tension and compression 
(Figure 6b,                                        ,                     ,             ), 
but it can also be created by using load history with any 
other ratio,     . The material constants       and      deter-
mined from the tests are valid only for test stress ratio   . 
From the previous discussion, it is clear that the same SN 
curve cannot be used for pinions and side gears due to the 
different ratios of      of their load histories, and the stresses 
must first be converted to the equivalent alternating stress 
by using Goodman’s equation 
 
                                                                                            (5) 
 
 
where        is the ultimate tensile strength of material. Now,                         
        can be determined from Equation (2) for known (or 
desired) life,     . Assuming that ratio      is known, the maxi-
mum stress, which is also the result of the Gleason or 
AGMA procedures, can be obtained from 
 
                                                                                            (6) 
 
 

The number of pinions in the differential assembly,      , 
can be taken into account by using Equation (7) 

 
                                                                                            (7) 
 
 
where        is the number of cycles that side gear teeth ex-
perience when the side gear is rotated while the differential 
case is held stationary (fixed). If the number of side gear 
revolutions with respect to differential case,          , is 
known, then the number of side gear cycles can be obtained 
as                           . Finally, Equation (7) can be used to 
calculate the number of pinion cycles for the desired num-
ber of side gear revolutions. 

 
Equations (2), (5), (6) and (7) can be used to calculate 

the desired     factor by using Equation (1) and  maximum 
stresses for side gear and pinion in place of        and        . 
As an example, let us use material 8620H (case) with prop-
erties                     MPa,                       MPa, and                      
[12]. 

 
These material properties were not correlated to the pro-

gram and they are used here only for the illustration of the 
procedure. In general, the test results of already existing 
gears, preferably in a differential assembly, should be used 
to obtain the Stress-Life curve. The system in this example 
has side gear number of teeth                  , pinion number of 
teeth                   and             number of pinions. For a de-
sired life of 10x103 side gear revolutions with respect to 
case, the number of side gear cycles is 20x103, and the num-
ber of pinion cycles is 15x103 (Equation (7)). Using Equa-
tion (2), the equivalent alternating stress for pinion and side 
gear becomes 608 MPa and 627 MPa, respectively. From 
Equation (6) , and with ratio             , the maximum stresses 
for side gear and pinion are found to be 881 MPa, and 627 
MPa, respectively. Finally, the      factor for equal life of the 
gears is calculated to be 0.84. The value is rather high, and 
it could be considerably different with actual values for ma-
terial (experimentally determined), and stress ratio      .  
 

As shown in Figures 5b and 5c, the number of pinions has 
influence on the load history of the side gear and, accord-
ingly, on the     factor. If the number of pinions is increased 
to                and                 , the         factor becomes 0.76 and 
0.70, respectively. 
 

 It should be mentioned that the case with 4 pinions would 
not be used in this case because it would not be possible to 
place them equally (at 90° angle from each other). Gener-
ally, the possibility of equal spacing of pinions can be 
checked by using the following rule: 
 
 
                                                                                            (8) 
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Differential gears have a considerable number of regions 
with high stress concentrations. For that reason, the bending 
stresses obtained in the design stage must be reviewed and 
verified by using an analytical tool capable of evaluating the 
effect of stress concentrations (e.g., FEM analysis). Cracks 
leading to premature failures often initiate in the thin, 
through-hardened sections at the front of the pinion and side 
gear or thin webbing portions at the back, where the stress 
state cannot be analyzed in the design stage. 
 

Finally, the application of the currently-available design 
procedures comes from the root (fillet) radius of the near-
net formed gears. These gears do not depend on the cutting 
tools and can have considerably different fillet radius from 
the cut gears. It would be preferable to use the actual fillet 
radius, which can be done by modifying the AGMA proce-
dure [10], [11]. 
 

Contact stress on the differential gears is another impor-
tant parameter in the differential gear design. These gears 
are heavily loaded and they rotate slowly, preventing proper 
elastohydrodynamic film formation. In such cases, the metal
-to-metal contact leads to high contact stresses and failure 
due to spalling. Generally, contact stress depends on three 
parameters: contact line length, relative curvature (used in 
Hertzian contact pressure calculations) and applied load. 
Differential gears usually have reduced outside diameter to 
reduce the size requirement of the differential case window 
through which the gears are placed into the case. In addi-
tion, as shown in Figure 3, the tip length of the forged gears 
is generally shorter than the length of their cut counterparts 
to make space for webbing reinforcement. Neither the Glea-
son nor the AGMA procedures take into account the influ-
ence of shorter tip (i.e., contact line) length on the contact 
stresses.  Both of the procedures calculate the stress factor 
(Gleason), or stress (AGMA) at the Lowest Point of Single 

Tooth Contact (LPSTC) or Highest Point of Single Tooth 

Contact (HPSTC). The applied load above LPSTC or below 
HPSTC is carried by a single tooth. Two teeth  share the 
load outside these borders, so it is expected that the contact 
stress would get lower. At the same time, the radius of cur-
vature of a tooth surface gets progressively smaller when 
moving from tip towards the root. With the low tip length 
and small curvature radius, it is possible to obtain very high 
contact stress at the place where the tip of one gear touches 
the mating gear (Start of Active Profile or SAP). The contact 
stresses of unmodified surfaces can be calculated based on 
the profiles of equivalent spur gears (Figure 7). The curva-
tures, as well as sliding and rolling velocities of the equiva-
lent spur gear teeth surfaces, can be calculated at several 
points along the profile [13-15] and used to understand the 
influence of tooth truncation and geometry on the contact 
stresses. Table 1 shows that the contact line (close to the 

pinion root) is reduced, and contact stresses are increased 
when the outside diameter of the side gear is reduced from 
104.8 to 93mm. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 7. Definition of the equivalent spur gear at the 

midsection of the overlapping face width of pinion and gear 
 

Table 1. Influence of the side gear outside diameter on the 
contact stresses 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Conclusion 
 

Straight bevel gears produced by using two methods, 
cutting and forging, were compared in this study. Special 
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attention was given to straight bevel differential gears. Cur-
rent design procedures were reviewed and modifications 
were recommended to account for the factors that influence 
durability of the differential gears, namely, number of plan-
ets, blank shape and root geometry. Modification of the 
contact analysis procedure was proposed to account for 
modified blank geometry (reduced outside diameter of the 
gears). 
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Abstract  
 

In this study, the authors investigated simple bit-error 
aware lossless compression algorithms for the compression 
and transmission of image data under the bit-error environ-
ment. The authors focused on enhancing two-stage lossless 
compression algorithms. The first stage uses a simple linear 
predictor, whereas at the second stage, the authors applied 
bi-level block coding, interval entropy coding, and standard 
entropy coding. The key coding parameters of the predictor, 
bi-level block coding, or entropy coding parameters are  
protected by the use of a forward error-correction scheme 
such as (7,4) Hamming coding. The residues from bi-level 
block coding or the residue offsets from Huffman coding 
are not protected to compromise the performance of com-
pression ratio. These compression experiments demon-
strated that when the bit-error rate (BER)  in the channel is 
equal to or less than 0.001, the lossless compressed image 
can be recovered with good quality. 
 

Introduction 
 

Lossless image compression methods are usually re-
quired for compression and transmission of image data 
whenever a lossy compression approach cannot be applied. 
Such systems include medical imaging, remote sensing, and 
high-cost archiving systems. Especially in the  medical data 
transmitting and archiving system, the usage of lossy com-
pressed images for diagnostic purposes is prohibited by law 
in many countries. It is also preferred for the image data of 
mechanical fault diagnosis to be lossless compressed. In 
general, a lossless compression algorithm consists of two 
stages [1-6]. The first stage performs predictions to remove 
data correlation in order to produce residue data. The resul-
tant residues have reduced amplitudes and are assumed to 
be statistically independent with an approximate Laplacian 
distribution [1-3]. The second stage further compresses resi-
due data using an entropy coding algorithm—that is, Huff-
man coding or arithmetic coding [1-6]. Much research work 
has been conducted to improve the compression ratio using 
a more complex predictor as well as either adaptive Huff-
man or arithmetic coding with  increased algorithm com-
plexity. In addition, the use of lossless image compression 
could improve transmission throughput if the compressed 
image data is transmitted over a network system. However, 
if bit errors occur in a noisy channel during transmission or 
in the storage media, the recovered image will be damaged 
and will become useless. This outcome results from the fact 

that a standard entropy coder generates instantaneous codes, 
which are sensitive to bit errors. Although this problem can 
be cured by applying a forward error-control scheme [7], 
adding additional bits required by the error-correction cod-
ing can significantly degrade the performance of the com-
pression ratio and may even cause the expansion of image 
files. For example, if an 8-bit grayscale image is lossless 
compressed to 5 bits per pixel, using a (7,4) Hamming code 
(adding three parity bits for every 4 data bits for a single bit-
error correction) for bit-error protection will increase the 
compressed data size by 75%; that is, 8.75 bits per pixel, 
which indicates image file expansion. 
 

This study investigated two new, simple algorithms: 
predictive bi-level block coding and predictive interval en-
tropy coding for bit-error aware lossless image compres-
sion. To gain a compromised compression ratio, only the 
prediction parameter, bi-level block coding and interval 
entropy coding parameters are protected by the (7,4) Ham-
ming codes. The standard predictive entropy coding with bit
-error correction was also included for comparison pur-
poses. The authors evaluated and compared the algorithm 
performances in terms of the compression ratio and the peak 
signal-to-noise ratio (PSNR) versus the bit-error rate (BER). 
 

Bit-error Aware Two-stage Lossless 
Image Compression 
 

Figure 1 shows a block diagram of a bit-error aware two-
stage lossless compression algorithm. For the first predic-
tive stage, up to three neighboring pixels were used, as de-
picted in Figure 2: the left-hand neighbor (A), the upper 
neighbor (B), and the upper-left neighbor (C).  X is the pre-
dicted pixel. 

Figure 1. Bit-error Aware Two-stage Lossless Image 
Compression Scheme 
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Figure 2. Neighboring Pixels for the Predictor in an Image 

 
Predictive coding is a simple and effective method for 

removing redundancy of image signals [1-3]. Lossless JPEG 
[3], [8] contains simple predictors that use the neighboring 
pixels in Figure 2. The JPEG-LS standard [1] contributes an 
improvement to lossless JPEG prediction by adding the me-
dian filtering process. In addition, the CALIC algorithm [2] 
offers slightly better performance of the compression ratio 
by significantly increasing the amount of computational 
complexity. For this study, the authors adopt a linear predic-
tor [3], which is expressed as 

 
                                                                              (1) 
 
This predictor is effective for error resilience since the 

predictor output is essentially a weighted sum of neighbor-
ing pixels with coefficients less than 1. The predictor pa-
rameters required to be stored include the predictor type (3 
bits), and the image pixels in the first column and first row 
each with an 8-bit pixel size. These parameters are further 
protected using the feed-forward error-correction scheme—
the (7,4) Hamming coding. 

 
As shown in Figure 1, the second stage is a residue cod-

ing stage. The authors applied bi-level block coding and 
interval entropy coding methods [9] to encode image resi-
due data line by line. In each line, the key coding parame-
ters are protected using the error control scheme and the 
residue samples are left as they are to gain a compromise of 
the compression efficiency. Therefore, the recovered image 
is no longer lossless when bit errors are introduced by a 
transmission channel. 

 

Second-stage Residue Coding 
 

For the residue image obtained from the prediction at the 
first stage, it was assumed that the redundancy of image 
signals was removed. The residue samples were assumed to 
be uncorrelated and to follow the Laplacian distribution 
approximately. The objective here was to develop residue 
coding schemes so that they would be less sensitive to the 
bit-error environment. 
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Bi-level Block Coding for Prediction 
Errors 

 
The authors first applied a bi-level block coding scheme 

[9]. Although it is not as efficient when compared to an en-
tropy coder in terms of lossless compression, it is more ro-
bust to bit-errors. Furthermore, after applying the feed-
forward error-control scheme, the authors were able to 
achieve better compression efficiency since the bi-level 
block coder requires a smaller number of bits by the bit-
error protection algorithm than the amount required by the 
entropy coder. Assuming that the authors code the image 
residue sequence line by line, the coding rules are given in 
Table 1. 
 

Table 1. Bi-level Block Coding Rules 

As shown in Table 1, there are two types of residue 
blocks, as indicated by a prefix “1” (level-1 block) and pre-
fix “0” (level-0 block), respectively. In the level-1 block, 
the authors assume that each sample in the block requires 

 bits to encode, whereas for the level-0 block, it is as-
sumed that at least one data sample would require  bits, 
where .  The authors expect that the probability of 
level-1 blocks is much greater than the probability of level-0 
blocks. Hence, the block size  and level-1 sample size of 

 has to be determined optimally to achieve coding effi-
ciency.  Considering that the probability of the level-1 block 
is , the probability of the level-0 blocks becomes 

, where  is the probability of a 
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1. Divide a line of residue data with a length of  into 

 blocks, in which each block consists of  samples; that is, 

 is the block size. There are two types of blocks: the level-0 
block and the level-1 block. 

 
 

 

 

  

2. For a level-1 block, any sample in the block requires only  
bits (  [original sample size]) to encode.  Encode each 
sample using  bits and add the prefix “1” to designate the 
block as the level-1 block. 
  
3.  For a level-0 block, at least one of the samples in the block 
needs more than  bits to encode. Encode each sample in the 
block using  bits and add the prefix “0” to indicate the level
-0 block. 
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 data sample requiring less than or equal to  bits needing 

to be encoded, and (which is close to zero) is the prob-
ability of a data sample requiring more than  bits and 
less than or equal to  bits to encode. For an image resi-
due sequence containing  blocks in which there are  
level-1 blocks and ( ) level-0 blocks, the coding length 
and its probability are, respectively: 
  
                                                                                            (2) 
 
 
                                                                                            (3) 
 
One can obtain the average total length  as 
 
                                                                                            (4) 
 
 
By minimizing the average length for a fixed ,  the opti-
mal coding parameters for  and  can be searched ac-
cording to the algorithm listed in Table 2. The derivation of 
the algorithm is given by Tan et. al. [9]. 
 

Table 2. Algorithm for Searching the Optimal 
Coding Parameters 

The data format of predictive bi-level block coding is 
proposed in Figure 3. As shown in Figure 3, the packing 
scheme packs the predictor type and coding parameters, 
which are further protected using the (7,4) Hamming codes 
as a header. After prediction, the residue coding process 

1N

0p

1N

0N

m k

m k−

aveL

1N
*

x 1N

operates line by line. Similarly, the bi-level block coding 
parameters are protected by Hamming coding followed by 
the unprotected encoded residue bit steam. 

Figure 3. Data Format of Predictive Bi-Level Block Coding 

 

Interval Entropy Coding for Prediction 
Errors 
 

The interval Huffman coding (its arithmetic version can 
similarly be developed) can be considered as an alternative 
method for the second-stage image residue coding. For in-
terval entropy coding, the authors divided each residue into 
the residue interval and defined its offset portion (residue 
offset) as 
                                                                                           (5) 
 
                                                                                            (6) 
where each interval (symbol) , which is quantized from 
a residue , is entropy-encoded and error-protected like 
the coding parameters, leaving the offset bits as they are. 
Function  runs  into the nearest integer towards 
negative infinity. It has been shown that the entropy coding 
can only compress approximately one to two bits per sample 
of a perfect Laplacian sequence [6]. The authors assumed 
that the entropy coder used in this study would achieve 

 bits per pixel, where  bits. Assuming that 
 follows a perfect Laplacian distribution, choosing the 

smaller symbol size  for the interval entropy coder would 
gain approximately the same compression performance. In 
this study, the authors chose , since it yielded the best 
experimental results. The interval Huffman codes are listed 
in Table 3. The data format for predictive interval Huffman 
coding is depicted in Figure 4. 
     

Table 3. Interval Huffman Codes 
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Figure 4. Data Format of Predictive Interval Entropy Coding 

 

Standard Huffman Coding for Prediction 
Errors 
 

For comparison purposes, the authors also included a 
standard Huffman coding scheme, as shown in Table 4, for 
residue coding. These Huffman codes coincide with the first 
nine (9) lines in the baseline JPEG algorithm for compress-
ing the DC coefficients [8], [10]. Each image residue was 
encoded using a prefix for code word size, as shown in Ta-
ble 4, cascaded by the binary amplitude bits. For example, 
to encode -3,-2,+2, and +3, the authors have 01100, 01101, 
01110, and 11111, respectively. For experimental purposes, 
the only codeword size bits were protected using (7, 4) 
Hamming codes. The data format is similar to that of Figure 
4. 

Table 4. Huffman Codes 

Performance Evaluation and  
Comparisons 
 

The authors applied their proposed bit-error aware loss-
less compression algorithms to eight-bit grayscale images 
(“Lena” and “Boat”), each with the image size of 512x512 
pixels. To evaluate the performances for the bit-error envi-
ronment, in addition to using the average bits per pixel 

(ABPP) and compression ratio (CR), the authors also used 
the peak signal-to-noise ratio (PSNR in dB) as an error met-
ric for measuring the recovered image quality. The PSNR is 
defined as 

 
                                                                                            (7) 
 
 
where RMSE is the root mean squared error given by 

  
                                                      
                                                                                            (8) 
 
 

Note that  represents the original pixel, while 
 is the recovered pixel. Figure 5 shows the typical 

experimental results for compressing the “Lena” image in 
this study using each algorithm under the bit-error rate 
(BER) = . Figure 6 depicts the compression results 
for the “boat” image. It can be seen that the recovered im-
age from predictive bi-level block coding matches well with 
pixel levels when compared to their respective original im-
ages. 
 

Typical compression results at BER =  for the 
ABPPs, CRs, and PSNRs are listed in Table 5. For com-
pressing the “Lena” image, the predictive bi-level block 
coding offers the lowest ABPP of 5.73 bits, the highest CR 
of 28.38%, and the highest PSNR of 34.24 dB. Similar re-
sults were achieved for compressing the “boat” image.  
However, the standard predictive Huffman coding essen-
tially has a data expansion with 8.02 bits per pixel instead of 
compression. 
 

Figures 7 and 8 show experimental results of the PSNRs 
versus the BER for coding the “Lena” and “boat” images, 
respectively. The authors obtained the final PSNR based on 
an average of ten (10) independent runs at the given BER. 
When the BER> , the predictive bi-level block coding 
algorithm offers the highest PSNR, hence producing the 
best signal quality. On the other hand, when the BER < , 
the predictive interval Huffman coding and predictive Huff-
man coding algorithms tend to gain a better image quality at 
the same PSNR level.  However, the predictive bi-level 
block coder still offers a good quality of the recovered im-
age with the highest compression ratio. Similar results were 
obtained for compressing other types of  images in the data-
base used in this study. 
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Figure 5. Compression results using predictive bi-level block 
coding, predictive interval Huffman coding, and predictive 

Huffman coding for “Lena” Image at BER =  
 
 

Figure 6. Compression results using predictive bi-level block 
coding, predictive interval Huffman coding, and predictive 

Huffman coding for “boat” Image at BER =   

35 10−×

35 10−×

Table 5. Performance Comparisons of Lossless Compression at 

BER= (Each PSNR is in dB and is obtained by averaging 
10 independent runs) 

 
 
 

+: predictive bi-level block coding; 
o: predictive interval Huffman coding; 
*: standard predictive Huffman coding 

 
Figure 7. PSNR Performances Versus the Bit-Error Rate  

for “Lena” Image 
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+: predictive bi-level block coding;  
o: predictive interval Huffman coding; 
*: standard predictive Huffman coding 

 
Figure 8.  PSNR Performances versus the Bit-error Rate  

for “boat” Image 

 

Conclusion 
 

The authors developed the predictive bi-level block cod-
ing and interval Huffman coding algorithms for bit-error 
aware lossless image compression. The prediction parame-
ters at the first stage and the bi-level block coding and inter-
val Huffman parameters are protected by adding (7,4) Ham-
ming error correction codes, thus leaving residues or offset 
residues as they are to gain a compromised compression 
ratio. When the bit-error rate is larger than 0.001, the devel-
oped predictive bi-level block coder offers better signal 
quality, as well as the highest compression ratio. On the 
other hand, when the bit-error rate is less than 0.001, the 
developed predictive interval Huffman coding tends to 
achieve higher signal quality. However, the predictive bi-
level block coding can still maintain a commendable signal 
quality with a higher compression ratio. 
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Abstract  
 

The efficiency of a jet engine is improved by increasing 
the temperature in the engine combustion components. 
Combustion-chamber temperatures have increased up to 
1600°C over the past decade [1]. Therefore, jet-engine com-
bustion components must deal with high temperatures. Free-
air-flow cooling holes are critical for cooling the compo-
nents. But the process of drilling cooling holes has numer-
ous problems, and “back wall strike” is the major problem 
that must be solved. This project presents innovative ap-
proaches to designing controllers for the laser percussion-
drilling process to determine the exact moment of break-
through to eliminate “back wall strike”, which damages the 
adjacent surface of jet-engine turbine components. The PCB 
106B pressure sensor was used to measure thermal diffusion 
shock waves, and National Instruments LabVIEW software 
was used to establish control algorithms. The test results 
clearly indicated that the second derivative of the PCB 106B 
pressure sensor output was positive at the heating stage of 
the laser percussion-drilling process, and negative at the 
cooling stage of the drilling process. Therefore, it was con-
cluded that the second derivative of the pressure sensor out-
put indicated nothing but temperature conditions of the sam-
ple during the laser percussion-drilling process. Right after 
the exact moment of breakthrough, the temperature of the 
sample dramatically decreased. Therefore, the moment of 
breakthrough was precisely determined by processing the 
output of the PCB 106B pressure sensor, which was used 
for measuring thermal diffusion shock waves.  

  

Introduction 
 

The laser percussion-drilling process at the Connecticut 
Center for Advanced Technology (CCAT) is shown in Fig-
ure 1. The laser beam was generated by the neodymium-
doped yttrium aluminum garnet (Nd: YAG) laser of the 
Convergent Prima P-50 laser drilling machine at CCAT. 
The laser beam passed through the center of the copper noz-
zle, and impinged upon the surface of a Waspalloy steel 
plate sample. The angle between the laser and sample was 
20 degrees, which is the standard for cooling hole drilling 
for jet-engine turbine blades. After a few percussion-drilling 
operations, the laser beam started penetrating the sample 
and making a small diameter hole on the sample surface; 

this process is known as “partial breakthrough.” At the next 
laser shot, the laser beam completely penetrated the sample; 
this process is known as “full breakthrough.” But subse-
quent laser shots continuously drilled the adjacent sample 
surface after full breakthrough in the laser percussion-
drilling process of actual jet engine turbine blades. This 
unavoidable process is known as “back wall strike.” In or-
der to diminish the effect of back wall strike, Loctite Hysol 
7901 polyamide hot melt might be injected in cavities of jet-
engine turbine blades. But the adjacent sample surface 
might receive serious surface damage despite the existence 
of the hot melt.  

Figure 1. Laser Percussion-drilling Process at Connecticut 
Center for Advanced Technology (CCAT) 

 
In order to solve this problem, the exact moment of full 

breakthrough must be detected by the sensor, and the con-
troller must turn off the laser immediately after the exact 
moment of full breakthrough. Many approaches have been 
developed to minimize the effect of back wall strike. Full 
breakthrough can be detected by frequency changes of the 
drilling sound signatures using the Fast Fourier Transform 
(FFT). Also, it can be detected by spectrum changes of the 
percussion-drilling arc. It can also be detected by a video 
camera, which is mounted to view the area being drilled 
through a path coaxial with the drilling laser beam [2]. In 
this project, the PCB-106B pressure sensor was used to 
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measure “Laser-induced, Thermal Diffusion Shock Waves” 
to monitor temperature conditions of the sample in order to 
detect the exact moment of full breakthrough. The output of 
the PCB-106B pressure sensor was differentiated twice to 
show more detailed information about the pressure sensor 
output. The objective was to show the distinct signal, which 
indicated the clear evidence of the exact moment of full 
breakthrough when the laser beam completely penetrated 
the sample.  
 

Related Research 
 

The effects of Laser-induced, Thermal Diffusion Shock 
Waves have been investigated and the fundamental equa-
tions were established by Sorasak Danworaphong, Gerald J. 
Diebold and Walter Craig in the book “Laser Induced Ther-
mal Diffusion Shock Waves.” When a neodymium-doped 
yttrium aluminum garnet (Nd: YAG) laser induces a ther-
mal diffusion shock wave, the thermodynamic proper-
ties−speed U, density r, and pressure P−are dramatically 
different before the shock front and after the shock front. 
The figure of the shock front is shown in Figure 2 [3].  
 
 
 
 
 
 
 
 
 
 
 
       Shock Front 

Figure 2. “Shock Front” 

                                                                                      
Thermal diffusion shock waves have several properties 

identical to fluid shock waves generated by supersonic 
flight [4]. The difference between thermal diffusion shock 
waves and fluid shock waves is as follows [4]:  
 

1. Thermal diffusion shock waves depend on the 
existence of externally-imposed temperature gra-
dients, while fluid shock waves have no such re-
quirement.  

2. Thermal diffusion shock waves always appear as 
a pair of identical shock fronts that propagate in 
opposite directions.  

3. The dissipating force is viscous damping and 
mass diffusion in thermal diffusion shock waves. 
Therefore, the speed of thermal diffusion shock 
waves will be eventually equal zero even in the 
absence of mass diffusion.  

The thermal diffusion shock waves and the mass diffu-
sion shock waves are governed by the following equation 
[4]: 
 
                                                                                          (1)  

 
 
The significance of this equation is stated as follows [4]: 
 

1. The first term corresponds to thermal diffusion 
shock waves, and the second term corresponds to 
mass diffusion shock waves. 

2. The sinusoidal function governs the first term that 
represents thermal diffusion shock waves. 

3. α is the thermal diffusion factor that governs the 
dominance of thermal diffusion shock waves over 
mass diffusion shock waves, and expressed as 
follows: 

 
                                                                                          (2) 
 

 
D = Mass Diffusion Constant 
D’ = Thermal Diffusion Constant 
To = Temperature 
 

Initial Research 
 

Temperature changes are directly related to the progress 
of the laser percussion-drilling process. The temperature of 
the sample dramatically increases when the laser impinges 
upon the sample surface, and it dramatically decreases right 
after full breakthrough. In order to prove the relationship 
between the output of the pressure sensor and temperature 
conditions of the sample, the following experiments have 
been conducted in a laboratory. A cigar lighter was ignited, 
and the flame was passed in front of the PCB106B52 pres-
sure sensor, as shown in Figure 3. Then it was moved away 
from the sensor and extinguished. The results are shown in 
Figure 4, and summarized as follows: 
 

1. When the flame was passed in front of the 
PCB106B52 pressure sensor, the output of the sec-
ond derivative was positive.  

2. When the flame was moved away from the 
PCB106B52 pressure sensor, the output of the sec-
ond derivative was negative.  
 

Therefore, it was considered that it might be possible to 
measure the thermal diffusion shock waves using a 
PCB106B series pressure sensor at the laser percussion-
drilling process at CCAT. The major difference between 
this lab experiment and the laser percussion-drilling experi-
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ment at CCAT was the magnitude of the thermal diffusion 
shock waves. The magnitude was approximately 3.6kPa in 
the lab experiment and approximately 81kPa in the laser 
percussion-drilling process at CCAT. The PCB-106B52 
pressure sensor was used in this lab experiment instead of 
the PCB106B pressure sensor because the PCB-106B52 
pressure sensor provides the highest sensitivity and the low-
est resolution in the PCB-106 series of pressure sensors [5].  

Figure 3. PCB106B52 Pressure Sensor Setup 

 Figure 4. PCB106B 52 Pressure Sensor Output (top) First 
Derivative (middle) and Second Derivative (bottom) X Axis: 

Time in Second  Y Axis: Sensor Output in Pa 

 

Partial Breakthrough and Full Break-
through 
 

In the percussion-drilling process, the laser beam pene-
trates the sample after drilling repeatedly and makes a 
small diameter hole. This condition is called partial break-
through. At the following laser shot, the laser beam com-
pletely penetrates the sample and makes a big diameter 

hole. This condition is called full breakthrough. These con-
ditions are shown in Figure 5.  The diameters of these 
holes can be estimated using the diameter of calibration 
dots. 

Figure 5. Partial Breakthrough, Full Breakthrough and 
Calibration Dots (0.25mmØ) 

 

Methodology                                                                                                                                 
 

The laser percussion-drilling process setup at CCAT is 
shown in Figure 6. The laser beam was generated by the 
neodymium-doped yttrium aluminum garnet (Nd: YAG) 
laser of the Convergent Prima P-50 laser drilling machine at 
CCAT. The laser beam passed through the center of the 
copper nozzle and impinged upon the surface of a Waspal-
loy steel plate sample. The thermal diffusion shock waves 
were measured by the PCB-106B pressure sensor that was 
placed under the sample. Also, the penetrating laser power 
was measured by the breakthrough detector that was placed 
above the sample in order to confirm the moment of break-
through that was detected by the PCB-106B pressure sensor. 
After full breakthrough, subsequent laser shots continuously 
drilled the adjacent sample surface in the actual laser per-
cussion-drilling process, and it is the major problem that 
must be solved. In order to eliminate the effect of “back 
wall strike”, the exact moment of full breakthrough must be 
detected by processing the output of the PCB-106B pressure 

Figure 6. Laser Percussion-drilling Process Setup at 
Connecticut Center for Advanced Technology (CCAT) 
Breakthrough Detector (top) and PCB 106B Pressure 

Sensor( bottom) 
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sensor, and the controller must turn off the laser immedi-
ately after the exact moment of full breakthrough to prevent 
the excessive laser drilling process that damages the adja-
cent sample surface.  
 

Apparatus 
 

The analog approach uses LabVIEW to differentiate the 
PCB106B pressure sensor output twice to get the second-
derivative output that indicates temperature conditions of 
the sample during the laser percussion-drilling process. 
When the laser beam impinges upon the sample surface, 
the sample is in the heating stage, and the second-
derivative value becomes positive.  When the laser beam 
completely penetrates the sample after full breakthrough, 
the sample is in the cooling stage, and the second-
derivative value becomes negative. When the absolute 
value of the negative second-derivative value exceeds a 
predetermined threshold value, it is considered full break-
through and the resulting signal shows a clear indication of 
full breakthrough to turn off the laser to prevent “back wall 
strike.” The National Instruments PXI-4462 Dynamic Sig-
nal Acquisition Device and PXIe-1062Q PXI Express 
Chassis were used for this purpose, and are shown in Fig-
ure 7.  

Figure 7. National Instruments PXI-4462 Dynamic Signal 
Acquisition Device (the first module from the right) and 

PXIe-1062Q PXI Express Chassis 

 
The LabVIEW Breakthrough Detection program is 

shown in Figure 8 and consists of the following four major 
DAQmx tasks: 
 

1. “Timing” configures the number of samples to 
acquire. 

2. “Start Task” transitions the task to the running 
state to begin the measurement.  

3. “Read” reads the sampled data from the task. 
“Clear Task” clears the task. Also, it aborts the 
task if necessary. 

This program differentiates the PCB-106B pressure sen-
sor output twice, and the second derivative value is com-
pared against the predetermined threshold value to detect 
the moment of full breakthrough. Also, it can record the 
following six signals in the Technical Data Management-
Streaming (TDMS) format and save the data on the hard 
drive: 
 

1. Output of the PCB-106B pressure sensor 
2. First derivative of the output of the PCB-106B 

pressure sensor 
3. Second derivative of the output of the PCB-106B 

pressure sensor 
4. Results of the breakthrough detection function 
5. Laser power output from the Convergent Prima   

P-50 laser drilling machine  
6. Breakthrough detector output 

Figure 8. LabVIEW Breakthrough Detection Program 

 

Results 
 

Pressure Sensor Output 
 

The pressure sensor output and the breakthrough detec-
tor output are shown in Figure 9. The top line indicates the 
output of the PCB106B pressure sensor in Pa. The bottom 
line indicates the output of the breakthrough detector in 
volts. The horizontal line indicates the time in seconds. In 
this experiment, the data were collected using a sampling 
rate of 10kHz. So signals above 5kHz, which was the fre-
quency range of the system gas noise, were all eliminated 
according to the Nyquist-Shannon sampling theorem [6]. 
Therefore, system gas noise from the copper nozzle was 
not observed. The total number of laser shots was seven, 
and the laser power was 13 joules per shot. Partial break-
through occurred at the third shot, and full breakthrough 
occurred at the fourth shot. The pressure sensor output 
shows the distinct vertical line which represents the thermal 
contact between the laser beam and the sample. At full 
breakthrough on the fourth shot, the vertical line disap-
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pears. Therefore, the pressure sensor output directly indi-
cates the moment of full breakthrough without any analysis 
tools.  

Figure 9. Pressure Sensor Output (top) and Breakthrough  
Detector Output (bottom) X Axis:  Time in Second 

Y Axis: Sensor Outputs in Pa (top) and Voltage (bottom) 

 
The operations of the seven laser shots are summarized as 
follows: 
 

1. The first laser shot impinged upon the sample sur-
face and had the highest negative pressure. 

2. The second laser shot had the second highest nega-
tive pressure. 

3. The third laser shot partially penetrated the sample 
(partial breakthrough) and had the third highest 
negative pressure. 

4. The fourth laser shot fully penetrated the sample 
(full breakthrough), and the pressure sensor did not 
show any vertical response. 

5. The fifth laser shot cleaned up the existing hole, 
and the pressure sensor did not show any vertical 
response.   

6. The sixth laser shot further cleaned up the existing 
hole. 

7. The seventh laser shot further cleaned up the exist-
ing hole. 

 

First Derivative of Sensor Output 
 

The first derivative of the output from the PCB106B 
pressure sensor is shown in Figure 10.  It is symmetrical 
against the horizontal axis, and the absolute value was con-
sistently close to zero between the third shot (partial break-
through) and the fourth shot (full breakthrough). 
 
 
 

Figure 10. First Derivative (top) and Breakthrough Detector 
Output (bottom) X Axis: Time in Second Y Axis: Sensor Out-

puts in Pa and Voltage 

 

Second Derivative of Sensor Output 
 

The second derivative of the output from the PCB106B 
pressure sensor is shown in Figure 11. After the first distinct 
vertical line that represents the thermal contact between the 
laser beam and the sample, the sample temperature dramati-
cally changes, and the output of the second derivative was 
positive at the heating stage and negative at the cooling 
stage. Therefore, the second derivative of the pressure sen-
sor output was nothing but temperature conditions of the 
sample. Right after full breakthrough, the values of the sec-
ond derivative gradually reached the minimum value. 
Therefore, the moment of full breakthrough can be detected 
when the output of the second derivative becomes less than 
a predetermined minimum threshold value. At this point, the 
output of the breakthrough detection circuit turns off the 
laser to prevent subsequent “back wall strike.” The Lab-
VIEW breakthrough detection program, which is shown in 
Figure 8, was implemented using this approach and is par-
ticularly useful when the conditions of the laser percussion-
drilling process are continuously changing. These condi-
tions include the angle between the laser beam and the sam-
ple, the thickness of the sample, and the surface condition of 
the sample. Because the sensor output is based only on am-
plitudes of thermal diffusion shock waves during the laser 
percussion-drilling process, breakthrough detection is deter-
mined by the temperature conditions of the sample and is 
not affected by other factors. 
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Figure 11. Second Derivative (top) and Breakthrough Detector 
Output (bottom)  X Axis: Time in Second Y Axis: Sensor 

Outputs in Pa and Voltage 

 

Discussion 
 

Overload Condition 
 

The results of the experiments with laser-induced, ther-
mal diffusion shock waves are often mistaken to be the re-
sults of overload conditions. An overload condition occurs 
when the power supply of the sensor is not able to supply 
sufficient voltage to the sensor. When the PCB106B pres-
sure sensor is used with the National Instruments PXI-4462 
dynamic signal acquisition device, the power supply can 
provide up to 5 volts for the PCB106B pressure sensor. The 
power supply voltage consumption at the first laser shot in 
Figure 9 was calculated as follows: 
 
Sensitivity of the PCB106B pressure sensor: 43.5 mV/kPa 
Maximum negative pressure in Figure 9: -81.099kPa 
Maximum supply voltage required to operate the PCB106B 
sensor: 43.5 mV/kPa * 81.099kPa = 3,528mV = 3.528V 

 
It was under 5 volts. Therefore, it was proven that the 

acquisition device supplied adequate voltage to the 
PCB106B pressure sensor.  An example of an overload 
condition is shown in Figure 12. The sampling rate was 
100k samples/second, and the frequencies below 50KHz, 

which was the major frequency range of system gas noise. 
The power supply voltage consumption at the first laser 
shot in Figure 12 was calculated as follows: 
 
Sensitivity of the PCB106B52 pressure sensor: 725mV/kPa 
Maximum negative pressure at the first laser shot in Figure 
12: -13.316kPa Maximum supply voltage required to oper-
ate the PCB106B-52 sensor: 725 mV/kPa * 13.316kPa = 
9,654mV = 9.654V 
 
It was over 5 volts. Therefore, it was proven that the acqui-
sition device did not supply adequate supply voltage to the 
PCB106B52 pressure sensor, and an overload condition 
occurred. 

 

Figure 12. Overload Condition; PCB106B5 Pressure Sensor 
Output (top) and Breakthrough Detector Output (bottom) 

 

Pressure Sensor versus Microphone 
 

The PCBD20 ICP array microphone had been used since 
2006. But it was damaged by high pressure caused by the 
percussion-drilling process in the summer of 2007.  There-
fore, the PCB106B-series pressure sensors were recom-
mended by PCB engineers. They decisively said that pres-
sure caused by the percussion-drilling process was beyond 
the microphone’s measurement range. A system based on a 
microphone was inappropriate for the percussion-drilling 
process because the maximum pressure reaches 81.099kPa 
at 1 inch from the sample. This pressure is approximately 80 
percent of the theoretical limit pressure of 101.325kPa at 1 
atmosphere environmental pressure [7]. Even if the distance 
is increased twice to decrease the pressure to 20.275kPa, it 
is still over the allowable maximum pressure, 15.9kPa, of 
the PCB377A12 microphone that has a sensitivity of 
0.25mV/Pa [5]. In addition, PCB377A12 does not provide 
high sensitivity for the laser-induced, thermal-diffusion 
shock waves as the PCB106B pressure sensor does. The 
PCB377A12 microphone is one of the lowest sensitivity 
microphones made by PCB and is used in a high-pressure 
environment. Therefore, the pressure sensor must be used in 
the laser percussion-drilling process at CCAT to provide 
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both the high-pressure resistance and the high sensitivity for 
the laser-induced, thermal-diffusion shock waves to estab-
lish a consistently reliable control system that works under 
any conditions. 
 

Cleanup Shots 
 

After full breakthrough, the resolidified material might 
be left in the hole. A photograph of  resolidified material is 
shown in Figure 13. The size of it can be estimated using 
the diameter, 0.25mm, of the calibration dots. In order to 
take out the resolidified material from the hole, cleanup 
shots are required after full breakthrough. But cleanup 
shots also continuously drill the adjacent sample surface 
after full breakthrough; it is yet to be determined whether 
or not the laser shots should be continued at that point.. 
Therefore, the minimum amount of laser power, which is 
required to take out the resolidified material from the hole, 
is predetermined, and should be consumed for cleanup 
shots after full breakthrough.  

 

Figure 13. Resolidified Material and Calibration Dots 
(0.25mm Ø) 

 

Next Research Phases 
 

The first fundamental experiments have been accom-
plished in a limited time period to prove that this method is 
feasible. The future objectives of this project are as follows:  
 

Pattern Matching Algorithm 
 

In this project, the moment of breakthrough was simply 
determined using the threshold function, which is shown in 
Figure 8. The moment of breakthrough can be also deter-
mined using the National Instruments pattern matching al-
gorithm. Mr. Michael Callahan of the University of Illinois 
at Urbana-Champaign successfully controlled his patient’s 
wheelchair using a similar approach in 2005 [8]. He inter-
preted his patient’s nerve impulse signals as appropriate 
control signals for his wheelchair.  
 
 

Various Conditions 
 

In the actual laser percussion-drilling process, the tur-
bine blade is always rotating and all parameters are continu-
ously changing. But the exact moment of breakthrough has 
to be determined, regardless of these unsteady conditions. 
Only 20-degree angle shot has been used in this project. So 
varieties of angles will be tested. The tested Wasp alloy 
samples have a thickness of only 0.05 inches. So thicker 
samples will be also tested. It is known that the thermal 
coating on the sample surface dramatically increases the 
sound signature. So thermal coated samples will be tested. 
 

Summary 
 

The PCB106B pressure sensor output showed distinctive 
patterns before partial breakthrough, at partial breakthrough, 
at full breakthrough, and after full breakthrough, as shown 
in Figures 9 – 11. Therefore, the system successfully de-
tected the moments of breakthrough using the analog ap-
proach. Also, these results proved that breakthrough can be 
detected using a simple threshold value and also complex 
algorithms to analyze the second derivative value. Because 
all drilling conditions are constantly changing during actual 
fabrication of jet-engine turbine blades, samples will be 
tested under many different conditions to prove a consis-
tently reliable control system that works under any condi-
tions. 
 

References  
 
[1]      K. Verhoeven, “Modelling Laser Percussion Drilling 

ing,” Eindhoven University, Netherlands, 2004.   
http://alexandria.tue.nl/extra2/200412856.pdf 

[2]      T. Vanderwert, Terry, “Breakthrough Detection,” 
Industrial Laser Solution, 2006, 12. 

[3]      S. Danworaphong, G. Diebold, and W. Craig, “Laser 
Induced Thermal Diffusion Shock Waves,” VDM  

           Verlag Dr. Műller, Saarbrűcken, Germany, 2008. 
[4]      S. Danworaphong, W. Craig, V. Gusev, and G. Die-

bold.  “Thermal Diffusion Shock Waves,” Brown 
University , Providence, RI, 2008. 

           http://www.math.mcmaster.ca/craig/SoretIIBNew. 
           pdf  
[5] “PCB Piezotronics,” PCB, Depew, NY.                                                    

http://www.pcb.com/products/  
[6]      “Nyquist-Shannon Sampling Theorem,” Wikipedia.                                                                         

http://en.wikipedia.org/wiki/Nyquist-Shannon_ 
 sampling_Theorem  
[7] “ S o u n d  P r e s s u r e , ”  W i k i p e d i a .                                                     

http://en.wikipedia.org/wiki/Sound_pressure  
 



——————————————————————————————————————————————–———— 

 

[8]     “UIUC Innovators Develops Mind-Computer Inter-
face Using NI LabVIEW,”                                                      

 http://zone.ni.com/devzone/cda/pub/p/id/178 
 

Biography 
 

JUN KONDO received his Master of Business Admini-
stration and Master of Engineering in Mechanical Engineer-
ing from University of Hartford in 1998, his Master of Engi-
neering in Electrical Engineering from University of Hart-
ford in 2010. Presently, he is pursuing his Ph.D. degree in 
Electrical Engineering at the University of Connecticut. He 
may be reached at kondo@hartford.edu. 

 
SAEID MOSLEHPOUR is an Associate Professor in 

the Electrical and Computer Engineering Department in the 
College of Engineering, Technology, and Architecture at the 
University of Hartford. He holds PhD (1993) from Iowa 
State University and Bachelor of Science, Master of Science 
(1990), and Education Specialist (1992) degrees from Uni-
versity of Central Missouri. His research interests include 
logic design, CPLDs, FPGAs, electronic system testing and 
distance learning. He may be reached at 
moslehpou@hartford.edu. 
 

HISHAM ALNAJJAR is a Professor of Electrical and 
Computer Engineering at the University of Hartford, Con-
necticut (USA), where he is also the Associate Dean of the 
College of Engineering, Technology, and Architecture 
(CETA). Before he served for nine years as the Chair of the 
Electrical & Computer Engineering Department at the Uni-
versity of Hartford, he received Ph.D. from Vanderbilt Uni-
versity, M.S. from Ohio University. His research interests 
include sensor array processing, digital signal processing, 
power systems in addition to engineering education. He may 
be reached at alnajjar@hartford.edu. 

——————————————————————————————————————————————————- 
ANALOG BREAKTHROUGH DETECTION USING LASER-INDUCED, THERMAL DIFFUSION SHOCK WAVES                                   67          



A CUSTOM VIBRATION TEST FIXTURE 

USING A SUBWOOFER 
——————————————————————————————————————————————–———— 

Dale H. Litwhiler, Penn State Berks 

——————————————————————————————————————————————–———— 
68                                INTERNATIONAL JOURNAL OF MODERN ENGINEERING | VOLUME 11, NUMBER 2, SPRING/SUMMER 2011 

Abstract 
 

There are many engineering applications for a source of 
controlled vibrational excitation.  Popular applications in-
clude fatigue testing of mechanical components and rugged-
ness and survivability testing of electronic assemblies for 
harsh environments.  Other applications include vibrational 
energy-harvesting device testing, and accelerometer testing 
and calibration.  There exist several piezoelectric-based 
energy-harvesting devices that are designed to capture ran-
dom and/or single-frequency vibrational energy. Testing of 
these devices requires a source of controllable vibration.  
The static characteristics of micro electromechanical system 
(MEMS) accelerometers can often be tested using the 
earth’s gravity or centrifuge apparatus.  Testing the dynamic 
characteristics, however, requires the application of known 
vibrational acceleration inputs. Single-frequency accelera-
tion inputs are very useful for characterizing the perform-
ance of accelerometers.  The applied frequency can also be 
swept to determine the frequency response performance of 
the device under test. Commercial vibration systems, often 
called shakers or shaker tables, typically use an electromag-
netic voice-coil assembly to move the test fixture.  Voice 
coils can also be found in common audio loudspeakers.  The 
construction of automobile subwoofers is particularly rug-
ged.  A very useful vibration test fixture can be created by 
modifying a subwoofer to include a table area to which a 
reference accelerometer and the component under test can 
be mounted.  This paper describes the design, construction 
and application of a subwoofer-based vibration testing sys-
tem in an undergraduate engineering technology education 
environment.  Some experimental results from the testing of 
energy-harvesting devices and low-g MEMS accelerometers 
are also discussed. System component selection, perform-
ance and future enhancements are also presented. 
 

Introduction 
 

As part of an investigation into vibrational energy-
harvesting devices, the need arose for a controllable source 
of vibration.  Initially, some salvaged automobile sound-

system speakers were evaluated for their performance as 
transducers for creating the controlled vibrations.  From this 
evaluation, it was determined that with the proper speaker 
and driving signal, a useful, inexpensive vibration test sys-
tem could be created.  Therefore, a custom vibration system 
using a car stereo subwoofer as the transducer was de-
signed, built and implemented in an undergraduate engi-
neering technology laboratory. 
 

Figure 1 shows the custom vibration system equipment 
diagram.  Automobile audio subwoofer speakers are robust 
acoustic transducers with performance capabilities well-
suited for low-frequency vibration excitation.  An area to 
which test specimens can be mounted was glued onto the 
speaker cone.  The excitation signal was produced by a 
laboratory function generator.  A unity-gain power amplifier 
was used to provide the current required to drive the low 
impedance of the subwoofer.  A wideband accelerometer 
was used as the reference acceleration measurement device.  
An oscilloscope was used to measure and display the accel-
erometer output signal.   

Figure 1. Vibration System Equipment Diagram 

 

System Construction 
 

The shaker table was fabricated using an automobile 
audio subwoofer speaker as the transducer element.  The 
frequency response range of a subwoofer is appropriate for 
the desired range of the vibration table.  A subwoofer was 
chosen for its large size and rugged construction.  The suit-
ability of the speaker cone area for accepting the intended 
modifications was also an important consideration.  In par-
ticular, the Pioneer® model TS-SW841D, 8-inch subwoofer 
was selected.  Some key specifications of this subwoofer are 
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given in Table 1 [1].  Figure 2 shows the subwoofer before 
modification. 
 

Table 1. Pioneer Subwoofer Specifications 

 
The subwoofer was modified to create a flat shaker-table 
surface.  First, a short length (about 1 inch) of 3-inch diame-
ter PVC pipe was bonded directly to the speaker cone mate-
rial with Goop® adhesive.  Goop adhesive bonds well to 
PVC and the speaker cone material.  The PVC spacer helps 
to raise the test surface above the recessed cone area and 
also provides separation from the influence of the speaker’s 
very strong magnet.   

Figure 2. Pioneer Subwoofer Speaker 

 
A 0.25-inch thick disk of Delrin® acetal resin was used 

as the shaker-table mounting surface.  The disk was fas-
tened to the PVC pipe using eight machine screws arranged 
in a bolt circle around the edge.  The Delrin disk provides 
an interchangeable and replaceable surface with excellent 
stiffness and machining properties.  The device to be tested 
was mounted to the shaker table using machine screws as 
needed.   
 

Figure 3. Vibrational Test System 

 
Figure 3 shows a photograph of the completed vibration 

system.  The subwoofer is shown mounted in a custom cabi-
net constructed of medium-density fiberboard (MDF).  Fig-
ure 4 shows a close-up photograph of the vibration-table 
area to reveal the construction details. 

Figure 4. Subwoofer Shaker-table Detail 

 
The vibration amplitude of the shaker table was meas-

ured by a calibrated reference accelerometer.  The PCB Pie-
zotronics model 333B30 accelerometer was chosen for this 
application due to its low cost, sensitivity and small size and 
mass.  The 333B30 can be seen mounted to the shaker-table 
surface in Figure 4.  Table 2 shows an excerpt from the 
333B30 datasheet [2]. 
 
 

Music Power, Max 500W 

Nominal Power Handling 120W 

Frequency Response 30 – 1500 Hz 

Nominal Impedance 4Ω 

Dimensions 8-7/8” x 3” 
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Table 2.  333B30 Accelerometer Specifications 

 
The accelerometer requires a constant-current power 

supply with a compliance voltage between 18 and 30VDC.  
The accelerometer then produces an output DC level of 7 – 
12VDC.  The dynamic acceleration output signal was super-
imposed on the DC bias output.  The power supply was also 
custom-designed and built in the engineering technology 
laboratory.  Figure 5 shows the schematic diagram of the 
constant-current power supply. 
 

As shown in Figure 5, the current-regulator diode, 
1N5306, provided the required constant-current bias for the 
accelerometer.  In operation, the DC input voltage was set 
to 26VDC, while the DC output voltage was monitored with 
a DVM.  The DC output voltage typically settles at about 
10.9VDC.  When the DC output voltage settles, the acceler-
ometer is ready for use.  The 10µF capacitor allows only the 
AC part of the accelerometer output to pass to the oscillo-
scope input.  The user can also access the combined DC and 
AC output of the accelerometer at the port, which is nor-
mally connected to the DVM, as shown. 

Figure 5. Constant-current Power Supply Schematic 

 
The magnitude and frequency of vibration was con-

trolled by a function generator.  The function generator was 
set to produce a sinewave output with zero offset.  A power 
amplifier was needed to provide the current drive required 

by the low impedance of the subwoofer.  The vibration sys-
tem will find application at frequencies below the audio 
band; therefore, a DC-coupled amplifier was desired.  The 
Feedback® model TK2941B unity-voltage-gain power am-
plifier was used.  The amplifier was part of an educational 
sensors package already in use in the engineering technol-
ogy laboratories. 
 

System Performance 
 

To characterize the performance of the subwoofer vibra-
tion system, the frequency response of the table acceleration 
versus speaker input voltage was measured.  The input volt-
age was held nearly constant at about 400mVrms for each 
frequency tested.  Figure 6 shows a plot of the measured 
frequency response.  The data shows a distinctive resonant 
peak near 45Hz.  Therefore, care must be taken when apply-
ing signals with frequency components around 45Hz.  The 
frequency response also indicates that the system is useful 
above of 180Hz. 
 

The input impedance frequency response was also meas-
ured.  A Tekronix® active current probe was used to meas-
ure the subwoofer input current.  The speaker input voltage 
was measured using a standard voltage probe.  Again, the 
input voltage was held nearly constant at 400mVrms.  The 
frequency response of the magnitude ratio of measured 
speaker input voltage to input current (input impedance) is 
shown in Figure 7.  The input impedance data indicates a 
distinct, high-Q, electrical resonance near 42Hz. 

Figure 6. Vibration Table Acceleration Frequency Response 

 
 
 
 

PARAMETER ENGLISH SI 

Sensitivity(± 10 %) 100 mV/g 10.2 mV/(m/s²) 

Measurement Range ± 50 g pk ± 490 m/s² pk 

Freq. Range(± 5 %) 0.5 to 3000 Hz 0.5 to 3000 Hz 

Resonant Frequency ≥ 40 kHz ≥ 40 kHz 

Excitation Voltage 18 to 30 VDC 18 to 30 VDC 

Constant Current  
Excitation 

2 to 20 mA 2 to 20 mA 

Output Bias Voltage 7 to 12 VDC 7 to 12 VDC 
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Figure 7. Subwoofer Input Impedance Frequency Response 

 

Example Applications 
 

Energy Harvesting 

Figure 8.  Joule-Thief TM JTRA-e5mini Evaluation Kit 

 
The Joule-Thief TM JTRA-e5mini energy-harvesting 

module manufactured by AdaptivEnergy is a random vibra-
tional energy-capturing and storage device.  It finds applica-
tion in vehicular vibration-powered sensor systems.  The 
JTRA-e5mini contains a tuned cantilever spring-mass sys-
tem with an integral piezoelectric generator.  To investigate 
the performance of this device, the evaluation kit was used.  
As shown in Figure 8, the evaluation kit contains a micro-
power wireless communication board, USB communication 
dongle and application software.  The evaluation kit allows 
the user to remotely monitor and chart the average power 
output of the JTRA-e5mini [3]. 
 

 

Figure 9. Joule Thief JTRA-e5mini Mounted to Shaker Table. 

 
The Joule Thief JTRA-e5mini energy-harvesting unit was 

mounted to the subwoofer shaker table using a top-clamping 
bar arrangement, as shown in Figure 9.  The performance of 
the energy harvester was evaluated for several levels of si-
nusoidal vibration at about 15Hz.  The output of the refer-
ence accelerometer was measured using a digital oscillo-
scope to determine the vibration level.  Figure 10 shows a 
plot of the data obtained from this test. 

Figure 10.  Joule Thief JTRA-e5mini Evaluation Data Plot 

 

MEMS Accelerometers 
 

A custom centrifuge system for the evaluation of the 
static performance of MEMS low-g accelerometers was 
presented by Litwhiler [4].  To evaluate the dynamic per-
formance, the accelerometers were mounted to the sub-
woofer shaker table.  The output for each accelerometer was 
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compared with that of the reference accelerometer.  The 
Freescale MMA2201D (±40g) and MMA2260D (±1.5g) 
MEMS accelerometers were tested.  Figure 11 shows the 
test setup for the MEMS devices.   

Figure 11. MEMS Accelerometer Test Setup 

 
The MMA2201D has a nominal sensitivity of 50mV per 

g.  The acceleration output signal was superimposed on a 
zero-g bias voltage of 2.5V when powered from 5V.  The 
frequency response of the MMA2201D versus the reference 
accelerometer is shown in Figure 12.  The MMA2201D was 
found to have a very flat frequency response with excellent 
bandwidth. 

Figure 12. Frequency Response Data for MMA2201D 

 
The MMA2260D has a nominal sensitivity of 1.2V per 

g.  The acceleration output signal was superimposed on a 
zero-g bias voltage of 2.5V when powered from 5V.  The 
frequency response of the MMA2260D versus the reference 
accelerometer is shown in Figure 13.  The MMA2260D was 
found to have a bandwidth of about 50Hz which is the 
nominal value given in the manufacturers datasheet. 

Figure 13.  Frequency Response Data for MMA2260D 

 

Future Work 
 

Work continues with making the vibration test system 
more useable by students with less supervision.  This in-
cludes developing LabView software to create the sub-
woofer input signals from a USB sound-card device.  This 
software will allow for the creation of complex waveforms 
and vibration profiles. 
 

Some nonlinear vibrational behavior was observed at 
lower frequencies, especially those below 10Hz.  Work is 
continuing to test various methods of correcting the nonlin-
ear behavior to obtain more repeatable acceleration wave-
forms. 
 

Summary 
 

A vibration test apparatus using a modified subwoofer 
speaker was designed and fabricated.  The modifications 
were quite simple and inexpensive.  The vibration system 
was characterized and found to have very acceptable per-
formance.  The system was used to evaluate the perform-
ance of an energy-harvesting device.  MEMS accelerome-
ters were also tested using the system with excellent results. 
 

Acknowledgements 
 

The author would like to thank Jordan Waite for his help 
in developing hardware and software for this project.  Jor-
dan is a third-year student in the electromechanical engi-
neering technology program at Penn State Berks. 

1.00

10.00

10 100 1000

R
a

ti
o

 o
f 

M
M

A
2

2
6

0
D

 t
o

 R
ef

er
en

ce
 

A
cc

el
er

o
m

et
er

 O
u

tp
u

t

Frequency (Hz)



——————————————————————————————————————————————–———— 

 ——————————————————————————————————————————————————- 
A CUSTOM VIBRATION TEST FIXTURE USING A SUBWOOFER                                                                                                    73          

References  
 
[1] Pioneer Electronics TS-SW841D subwoofer data-

sheet available: http://www.pioneerelectronics.com/
PUSA/Products/CarAudioVideo/Subwoofers/
Shallow/TS-SW841D?tab=B 

[2] PCB Piezotronics 333B30 accelerometer datasheet 
available: http://www.pcb.com/spec_sheet.asp?
model=333B30&item_id=9183 

[3] AdaptivEnergy JTRA-e5mini datasheet avail-
a b l e : h t t p : / / w w w . a d a p t iv e n e r g y . c o m/ d o c s /
WP_AE_01_RandomVibeWSN.pdf 

[4] Litwhiler, D. H., “MEMS Accelerometer Investiga-
tion in an Undergraduate Engineering Technology 
Instrumentation Laboratory,” Proceedings of the 
American Society for Engineering Education Annual 
Conference and Exposition, 2010. 

 

Biography 
 

DALE LITWHILER is an Associate Professor at Penn 
State, Berks Campus in Reading, PA.  He received his B.S. 
from Penn State University, his M.S. from Syracuse Univer-
sity, and his Ph.D. from Lehigh University, all in electrical 
engineering.  Prior to beginning his academic career, he 
worked with IBM Federal Systems and Lockheed Martin 
Commercial Space Systems as a hardware and software 
design engineer. Dr. Litwhiler may be reached at  
dale.litwhiler@psu.edu 
 



Abstract 
 

A Border Gateway Protocol is a path vector routing pro-
tocol that coordinates the routing of packets through multi-
ple administrative domains by computing routes between 
every IP address the packet passes. Certain routers, called 
BGP speakers, are assigned to run the protocol. BGP speak-
ers across different Autonomous Systems (AS) are intercon-
nected in order to exchange routing information. BGP sup-
ports a feature called multihoming, which means connecting 
to multiple ISPs from different routers or points in the net-
work. However, BGP still have several serious security vul-
nerabilities, which are currently being addressed. We dis-
cuss Pros and Cons of BGP and possible security enhance-
ments.  
 

Introduction 
 

The Border Gateway Protocol (BGP) can be seen as the 
core interdomain routing protocol of the Internet. It is an 
inter-autonomous system routing protocol designed for 
TCP/IP networks which maintains a table of IP network 
prefixes that designate network reachability among autono-
mous systems. BGP is a path vector protocol which makes 
routing decisions based on paths and network policies in-
stead of using conventional Interior Gateway Protocol (IGP) 
metrics. The main role of a BGP system is to exchange net-
work reachability information with other BGP systems. In 
this paper we provide an overview of how BGP works, its 
purpose, and how it interacts with other components of the 
Internet as well as advantages and disadvantages of BGP 
alternative protocols.  
 

Overview of Operation 
 

The Internet is a very large-scale decentralized network, 
consisting of smaller networks. When a packet is sent across 
the Internet it may pass through multiple networking admin-
istrative domains, so-called Autonomous Systems (AS). The 
interdomain routing of all AS’s on the Internet is coordi-
nated by the Border Gateway Protocol (BGP) running on 
routers that connects the AS’s. The task of BGP is to com-
pute routes between every AS and every IP address that a 
packet is passing on its way from one computer to another 
[1]. BGP is the interdomain routing protocol used to ex-
change reachability information between AS’s on the Inter-
net. To choose best routes, BGP allows each AS to override 
distance based metrics with policy based metrics [1].    

Model and Terminology  
 

Figure  shows the Chart of BGP Between AS’s. The 
Internet Engineering Task Force (IETF) created BGP as 
RFC 1771 and service providers first introduced it in the 
early 1990s as a scalable, standardized scheme to route traf-
fic between the AS’s of their customers and other service 
providers [2]. In order to create a BGP network, certain 
routers need to be assigned to run the protocol. Because 
they speak the BGP “language”, these routers are referred to 
as BGP speakers. To actually create the BGP internetwork, 
the BGP speakers bordering each AS are physically con-
nected to one or more BGP speakers in other AS’s, ignoring 
any topological differences. The direct connection between 
them permits them to exchange information about AS’s to 
which they belong. BGP speakers are most often connected 
to multiple other speakers, which provide more direct paths 
to different networks for better efficiency. This also offers 
redundancy, allowing the Internet to deal with either device 
or connection failure. It is likely for a BGP speaker to have 
neighbor relationship with other BGO speakers both within 
and outside its own AS [2].  

Figure 1. Initial Research Configuration with 
Commercial Devices 

 

Initialization of Routes 
 

In network-layer reachability information (NLRI) aggre-
gation, routing data to a given network in a given AS is 
passed along by BGP speakers in a chain domain. Each 
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BGP speaker in the chain appends information about its 
own identity and the preceding AS in the chain. As the AS 
routing data passes through the Internet, augmented by the 
list of AS’s that have been passed so far, BGP forms an AS 
path to prevent routing loops. Once the desired topology has 
been defined, network administrator can determine the opti-
mal paths and begin to set policies establishing which net-
work destinations and communities of network destinations 
can exchange information [3]. 
 

Properties of the Protocol  
 

BGP is a path vector routing protocol. Each route de-
scription has several components, such as the list of prefixes 
being withdrawn or added, the AS path to be followed in 
reaching the prefix, and the address of the next router along 
the path [4]. The initial data-flow across a BGP backbone 
fills the complete BGP routing table and it gets updated 
incrementally when the routing tables of the other routers 
change. A BGP speaker must retain the current version of 
all of its peers’ BGP routing table and only updates changes 
instead. Routers periodically send keepalive messages to 
verify that connections are still working. BGP nodes com-
municate via the Transmission Control Protocol (TCP). 
BGP guarantees that networks within an external AS are 
reachable before exchanging any information by using a 
combination of internal BGP peering among the AS’s 
routers and by redistributing BGP routing information to its 
interior gateway protocols [4]. 
 

Performance Evaluation 
 

For cost or performance reasons, it is often necessary for 
AS’s to control the flow of their interdomain traffic. The 
technique of AS-Path prepending is actually useful to point 
out that a backup link should best be avoided if possible, but 
it is not easy to use it for balancing incoming traffic. AS-
Path prepending is used for multihoming, which means co-
connecting to multiple ISPs from different routers or points 
in the network. Quoitin, Pelsser, Bonaventure, and Uhlig 
have used large-scale simulations to evaluate the BGP deci-
sion process and AS-Path prepending in the Internet [5]. 
They found out in their simulation that the tie-break rules of 
the BGP decision process account for the selection of 30-
50% of the routes in the global Internet. In order to control 
the flow of incoming packets accurately, an AS needs to be 
able to predict which route a distant AS will select. This 
prediction is very difficult to make, because the AS’s 
knowledge of the entire Internet topology and the routing 
policies if often insufficient. Even if the complete topology 
was known, predicting the outcome of the tiebreak rules of 
the BGP decision process would still be very complicated. 

Based on this analysis, the current BGP-based technique 
seems not to be appropriate to control the incoming packet 
flow. It is suggested that changes to the Internet architecture 
might be necessary to achieve this kind of control [5].       
 

Performance Measure 
 

Packet delivery is the most important performance meas-
ure for routing protocols, since this is the primary purpose 
of routing. The hop count can also be used as performance 
measure for BGP to determine the end-to-end path. 
The path with the fewest links between a source and a desti-
nation will be chose. An ideal routing protocol should adapt 
rapidly to any change in topology and deliver packets as 
long as any path to the destination is available. Zhang et al. 
examined the packet delivery performance in a network 
running the BGP proposals when a destination may be dis-
connected from time to time [6]. Existing BGP proposals to 
improve convergence could negatively impact delivery dur-
ing transient failure [6]. Most currently available routing 
protocols usually take seconds, or even up to several min-
utes, for converging after a failure. In that time, some pack-
ets may already be on their way to their destinations and 
new packets might have been sent. These packets can en-
counter routing loops, delays, and losses. There is currently 
not much information available about how many of them 
actually arrive at their destination and how many get lost 
during routing convergence periods [7]. 
 

Pros 
 

One of the greatest advantages of BGP is that corporate 
users can set up flexible connections between their corpo-
rate network and multiple Internet Service Providers (ISPs). 
For, example, enterprise users can multihome and they can 
also set up BGP routers to automatically reroute traffic 
among two or more ISPs for load-sharing or backup pur-
poses. Two major features distinguish BGP from other rout-
ing protocols: 
● It uses aggregation as a way of disseminating NLRI 

across routers. 
● It uses path attributes for implementing routing poli-

cies [8]. 
 

Cons 
 

BGP has been found to be vulnerable to attacks and miss 
configurations [9]. The cause of this problem is that BGP 
depends on information to update routing tables that is diffi-
cult to verify. Corrupted routers can add false information to 
the messages they transmit which other routers then use and 
further propagate when uncorrupted routers send extensions 
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of these forged messages. It is easy to image how many 
serious problems a successful compromise of a router can 
cause throughout the Internet [9].   
 

Optimal Applications (Topology, 
Architecture, Layer 1 Medium) 
 

BGP is able to connect any internetwork of AS’s no mat-
ter what topology these systems use. It can handle any pos-
sible topology (full mesh, partial mesh, chain, etc.) as well 
as change to the topology that may occur over time when 
systems connect or disconnect. The only requirement is that 
at least one router in each AS is able to run BGP and that 
this router is connected to at least one other AS’s BGP 
router. BGP is completely unaware about what happens 
within the AS because it is autonomous. This means each 
AS has its own internal topology and set of routing proto-
cols that it uses to make its own decision to determine 
routes. BGP takes only data that it receives from an AS and 
shares it with other AS’s.  
 

Conclusion 
 

BGP has been an integral part of the Internet architecture 
for almost two decades now. It has evolved since then in 
order to adapt to changes in technology, performance re-
quirements, and security concerns. A great amount of effort 
has been undertaken to add new features to the original 
specifications. That show that even new additions can be 
made and existing problems can be solved. Despite propos-
als for findings a replacement it seems that BGP will most 
likely evolve further in years to come in order to meet the 
demands of it users. 
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Abstract 
 

In this study, the authors developed and evaluated the 
performance of an advanced multiple-access protocol for 
transmission of a full complement of multimedia signals 
consisting of various combinations of voice, video, data, 
text and images over wireless networks. The protocol is 
called Advanced Multiple-Access Protocol for Multimedia 
Transmission (AMAPMT) and is to be used in the Data 
Link Layer of the protocol stack. The protocol grants per-
mission to transmit to a source on the basis of a priority 
scheme that takes into account a time-to-live (TTL) parame-
ter of all transactions, selectable priorities assigned to all 
sources and relevant channel state information (CSI), in that 
order. Performance of the protocol is evaluated in terms of 
quality-of-service (QoS) parameters like cell-loss ratio 
(CLR), mean cell-transfer delay (MCTD) and Throughput. 
Models can be simulated based on OPNET simulation soft-
ware under various  traffic loads with constant distributions, 
various mean arrival rates and transaction sizes. Results 
indicate whether performance is improved or not when this 
priority scheme is used.  
 

Introduction 
 

Wireless Networks can be used to transmit multimedia 
services consisting of voice, data, video, ftp, and text. These 
networks are required to provide desired qualities of service 
(QoS) to the various media with diverse flow characteristics 
[1]. For example, cell-loss ratio requirements for all loss-
sensitive services such as email and cell-delay requirements 
for all delay-sensitive services such as voice are to be satis-
fied simultaneously and adequately.  For a given input traf-
fic load, a certain amount of resources (e.g., buffer space 
and link capacity) are needed to satisfy these QoS require-
ments. Thus, it is necessary to develop simple and efficient 
resource-management protocols for these networks that can 
provide better use of network resources. In this paper, such 
a protocol for multimedia transmission called Advanced 
Multiple-Access Protocol for  
 

Multimedia Transmission Protocol (AMAPMT) is pre-
sented.  Performance of this protocol is evaluated in terms 
cell-loss ratio (CLR), mean cell-transmission delay (MCTD) 
and throughput under various traffic loads with constant but 
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varying mean arrival rates and transaction sizes. The proto-
col uses parameters like time to live (TTL) of transactions, 
priority of individual media and relevant channel-state in-
formation (CSI) in order to grant permission to the sources 
to transmit.  Performance is evaluated by implementing a 
simulation test bed using OPNET simulation software. In 
this test bed, a wireless network consisting of a selectable 
number of source stations, mobiles and a base station has 
been implemented. The performance of the AMAPMT pro-
tocol is evaluated by using this test bed. Results for CLR, 
MCTD and throughput are obtained and presented in tabular 
and graphical forms for various combinations of the afore-
mentioned parameters. Also, performance of this protocol 
was compared to that of a currently-available multiple-
access protocol called Adaptive Request Channel Multiple-
Access (ARCMA) and AMAPMT protocol was shown to 
out-perform the ARCMA protocol [2].   
 

Service Types of Multimedia Signals 
 

A multimedia signal may consist of some or all of the 
five service categories: constant bit rate (CBR), real-time 
variable bit rate (RT-VBR), non-real-time variable bit rate 
(NRT-VBR), available bit rate (ABR) and unspecified bit 
rate (UBR) [3].  Constant bit rate (CBR) services generate 
output at a constant bit rate and require time synchroniza-
tion between the traffic source and destination as well as 
predictable response time and a static amount of bandwidth 
for the lifetime of a connection with low latency. Real-Time 
Variable Bit Rate (RT-VBR) services compressed video 
stream or mobile Internet access application generate infor-
mation at a rate that is variable with time, requires time syn-
chronization between the traffic source and destination and 
that the delay be less than a specified maximum value and a 
variable amount of bandwidth.  Non-Real-Time Variable 
Bit Rate (NRT-VBR) services that include file transfer and 
image applications generate variable bit-rate traffic for 
which there is no inherent requirement on time synchroniza-
tion between the traffic source and destination and require 
no guaranteed delay bound.  Available Bit Rate (ABR) is a 
best-effort service, where neither data rate nor delay is guar-
anteed. The minimum and maximum rates are guaranteed, 
as is a bound on cell loss rate.  This service includes data 
and allows wireless systems to fill their channels to maxi-
mum capacity when CBR or VBR traffic is low. Unspeci-
fied Bit Rate (UBR) services are similar to NRT-VBR but 
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without a guaranteed minimum rate or bound on the cell 
loss rate.  It is used for connections that transport variable 
bit-rate traffic for which there is no requirement on time 
synchronization between the traffic source and destination, 
file transfer, back-up transfer and email without delay guar-
antee.  
 

Wireless Networks 
 

Introduction 
 
A typical Wireless network consists of a base station, a 

number of mobiles and source stations.  Each mobile is con-
nected to a number of source stations.  The source stations 
may be of different types such as voice stations, data sta-
tions, ftp stations and email stations. In this network, the 
source stations generate and save information (voice, video, 
data, ftp, email).  The source stations send Request Access 
(RA) packets to the relevant mobiles to ask permission to 
send information.  The mobiles forward these requests to 
the base station.  The base station considers all such re-
quests for a time frame and grants permission to transmit 
information, according to some multiple-access protocol, to 
the source stations via relevant mobiles. Performance of the 
protocol is measured in terms of some desired qualities of 
service.    
 

Available Multiple-Access Protocols:  
Their Applicability and Shortcomings 
 

Three multiple-access protocols are available.  These are 
Packet Reservation Multiple-Access (PRMA) [4], Distrib-
uted Queuing Request Update Multiple-Access (DQRUMA) 
[5] and Adaptive Request Channel Multiple-Access 
(ARCMA).  The currently available multiple-access proto-
cols deal with voice and data and not a full complement of 
multimedia signals.  Further, these protocols do not assign 
explicit priority to the different types of information, 
namely, voice and data.  There is a need for multiple-access 
protocol for handling a full complement (CBR, RT-VBR, 
NRT-VBR, ABR and UBR) of multimedia signals. Some of 
the media may be delay-sensitive while others are loss-
sensitive. However, the problem with priority assignment 
according to the type of the media type only is that some 
lower priority media may have to wait too long and the in-
formation may become stale.  Also, the stations have limited 
buffer space, so some of the information may be lost due to 
buffer overflow and discarding traffic coming through chan-
nels with inferior transmission quality can improve process-
ing and transmission times for other traffic coming through 
channels with superior transmission qualities. Thus, consid-
eration of explicit priorities, Time to Live (TTL) of transac-

tions, and Channel State Information (CSI) parameters may 
improve the situation [6].  A protocol that assigns priorities 
on the basis of TTL, explicit priorities for the various media 
and CSI is proposed and evaluated in the next section. 
 

The Advanced Multiple-Access Pro-
tocol For Multimedia Transmission 
(AMAPMA) 
 

Introduction 
 

In this study, a new multiple-access protocol for wireless 
network called Advanced Multiple-Access Protocol for 
Multimedia Transmission (AMAPMT) was developed and 
its performance evaluated. This protocol handles the full 
complement of multimedia signals and uses the time-to-live 
(TTL) parameter and explicit priority assignments to media 
types to improve its performance and to treat the various 
types of media fairly. It also uses channel state information 
(CSI) (e.g., bit error rate) in assigning access to media. Me-
dia received over a channel with unacceptably low channel 
state information (e.g., high BER) are denied access.  
 

The Principle of Operation of the 
AMAPMT Protocol 
 

In this protocol, the stations generate and save informa-
tion (voice, video, data, ftp, email).  The stations send Re-
quest Access (RA) packets to the relevant mobiles to ask 
permission to send information.  The mobiles forward these 
RA packets to the base station over a reservation channel 
using a multiple-access protocol like slotted ALOHA and 
TDMA [7].  The base station acknowledges the requests and 
saves the RA packets for a period of time. The Request Ac-
cess (RA) packets contain information on the source ad-
dress, media type, bit rate, time to live, CSI and the re-
quested quality of service (QoS) of the traffic to be trans-
mitted.  The base station processes the RA packets and 
grants permission to the relevant stations to transmit on a 
fair-queuing basis using the parameters contained in the RA 
packets in the order of TTL, CSI and traffic type.   
 

The Flow Charts of Operation of the 
AMAPMT Protocol 
 
The flow charts in Figures 1 - 5 describe the various aspects 
of operation of the AMAPMT multiple-access protocol. For 
the flow chart in Figure 1, the protocol for handling RA 
packets at the base station presents the way the base station 
handles the arriving Request Access (RA) packets from all 
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mobiles. All arriving RAs are saved at the buffer. The RAs 
are selected in ascending order of TTLs. The RAs with the 
lowest TTL are selected first. If there is only one RA with 
the lowest TTL then the mobile that generated this RA is 
given permission to transmit if the corresponding channel 
CSI is acceptable. Otherwise, this RA is rejected and RAs 
with the next TTL are selected. If there are multiple RAs 
with the same TTL, then the TTLs with unacceptable CSIs 
are discarded and the remaining RAs are sorted into individ-
ual queues of RAs from CBR, VBR, ABR and UBR 
sources.  These queues are serviced in this order, one by 
one, according to the Serve Queue Function in Figure 2. 

Figure 1.  Protocols for the Handling of RA Packets at the Base 
Station 

 
For the flow chart in Figure 2, the Serve Queue Function 

block at the base station presents the way the base station 
assigns time slots and Permission to transmit to the CBR, 
VBR, UBR and VBR mobiles according to FIFO queuing 
strategy.  At the same time, the signal information with the 
lowest priority will be discarded by the base station of the 
network.  The signal with the highest priority will receive 
the acknowledgment response to upload the information 
data. 

 
 

Figure 2.  Serve Queue Function Block at the Base Station 

 
The flow chart in Figure 3 shows the protocol for the 

handling of data packets at the base station presents the way 
the base station and assigns time slots and permission to 
transmit to the CBR, VBR, UBR and VBR mobiles. After a 
mobile is given permission to transmit, it transmits to the 
base station data packets requesting permission for trans-
mission for further packets. If this is the first request for 
permission to transmit, then it sets the piggyback bit in the 
requesting data packet to 0; if it is a repeat request for per-
mission to transmit, then it sets the piggyback bit in the re-
questing data packet to 1. The base station uses this piggy-
back bit to give preference to mobiles requesting permission 
to transmit for the first time, according to this protocol. 

Figure 3.  Protocol for the Handling of Data Packets at the 
Base Station 

 
For the flow chart in Figure 4,  the Protocol at the Mo-

biles for Handling RA Packets from Stations presents the 
way the mobiles assigns time slots and Permission to trans-
mit to the CBR, VBR, UBR and VBR mobiles. RA packets 
arriving at the mobiles are queued in CBR, VBR, ABR and 
UBR queues and are served in this order according this pro-
tocol using the Data Packet Process Function at the Mo-
biles, as shown in Figure 5. 
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Figure 4.  Protocol at the Mobiles for the Handling of RA 
Packets from the Stations 

 
PGBK = Piggyback 
TA = Transmission Access 
ACK = Acknowledgement 
 

For the flow chart in Figure 5, the Data Packet Process 
Function at the Mobiles presents the way the mobiles select 
and transmit the requests for service from stations. 

Figure 5.  Data Packet Process Function at the Mobiles 

 
 

Simulation and Performance Evalua-
tion of the AMAPMT Protocol 
 

Introduction of the Network Simulation 
Model and Architecture 
 

The wireless ATM network that is simulated consists of 
a base station, five mobiles, and four stations per mobile. 
The five traffic types—namely voice, video, data, ftp and 
email—are simulated in OPNET by using CBR for the 
voice, RT-VBR for video, NRT-VBR for ftp, ABR for data 
traffic and UBR for email.  The performance of the protocol 
is evaluated under various combinations of operational con-
ditions of relative priorities of various media, time-to-live 
(TTL) and channel state information (CSI) parameters.  In 
each case, three performance metrics, namely, Cell Loss 
Ratio (CLR) and Mean Cell Transmission Delay (MCTD), 
are obtained and compared.  

Figure 6.  Simulation Model of a Wireless Network 

 
The network model, shown in Figure 6, consists of a 

base station, five mobiles and four source stations per mo-
bile. The source stations are of different types. In this net-
work, the source stations generate and save information 
(voice, video, data, ftp, email).  The stations send Request 
Access (RA) packets to the relevant mobiles to ask permis-
sion to send information.  The mobiles forward these re-
quests to the base station.  The base station considers all 
such requests for a period of time and grants permission to 
the stations to transmit information according to the 
AMAPMT multiple-access protocol. A number of simula-
tions are run and results are collected to evaluate the per-
formance of the protocol in terms of Cell Loss Ratio (CLR) 
and Mean Cell Transmission Delay (MCTD).   
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Simulation Results for Performance 
Evaluation of the AMAPMT Protocol 
 

Simulation results in terms of cell loss ratio (CLR), 
mean cell transfer delay (MCTD) and throughput are ob-
tained and presented for the following combinations of dif-
ferent relative priorities of the various media, different TTL 
values of transactions and channel state information (CSI) 
for constant source generation rates. 

a. The sources have the same priority, same TTL and 
same CSI (BER=1E-06) 

b. The sources have different priorities, but the same 
TTL and same CSI (BER=1E-06) 

c. The sources have the same priority but different 
TTLs and the same CSI (BER=1E-06) 

d. The sources have different priorities, different 
TTLs and the same CSI (BER=1E-06 ) 

 
The sources generate cells at a constant distribution rate 

with mean rates of up to 250,000 cells per second. The 
buffer size at the source stations is set to 512Kbytes. The 
buffer size at the mobile stations and the base station are 
assumed to be unlimited. The channel state information 
(CSI) is taken as bit error ratios (BER) of 1E-06 or 1E-12 
with 1.54Mbps transmission rates [8]. The utilization factor, 
ρ = .259, obtained as the ratio of the average generation rate 
of 50Kbytes per second and the service rate of 1.544Mbps, 
is used in all cases. See Tables 1 - 4 for the various actual 
values of TTL, priorities and CSI used in the simulation. 

 
Table 1. Parameter Values for Same TTL, Same Priorities and 

Same CSI 

 
Table 2.  Parameter Values for Different Priorities, Same TTL 

and Same CSI 

Table 3.  Parameter Values for Different TTL, Same Priorities 
and Same CSI 

 
Table 4.  Parameter Values for Different TTL, Different Pri-

orities and Same CSI 

 
The results, in terms of CLR, MCTD and Throughput for 

a Utilization factor of ρ = .259, a constant-source rate distri-
bution generation, and BER=1E-06 are shown in Figures 7 - 
9. 

Figure 7.  Comparison of CLR for a Number of Combinations 
of Priority, TTL and CSI 

 
It can be seen from Figure 7 that the CLR is the highest 

for all media except CBR, when priorities are considered in 
granting permission to transmit. The CLR is slightly re-
duced in these cases. Finally, the CLR values are substan-
tially reduced for all the media when priorities and TTLs are 
simultaneously considered, as proposed in the AMAPMT 
protocol. Thus, the AMAPMT protocol can be used to sub-
stantially improve the CLR performance for the various 
components of multimedia signals.  
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Figure 8.  Comparison of MCTD for a Number of Combina-
tions of Priority, TTL and CSI 

 
It can be seen from Figure 8 that the MCTD is consid-

erably reduced in cases where only priorities, but not TTLs, 
and when only TTLs and not priorities, and both priorities 
and TTLs are considered as proposed in the AMAPMT pro-
tocol. Thus, the AMAPMT protocol can be used to substan-
tially improve the MCTD performance for the various com-
ponents of multimedia signals. 

 

Figure 9. Comparison of Throughput for a Number of Combi-
nations of Priority, TTL and CSI 

 
It can be seen from Figure 9 that Throughput is the high-

est for all media when priorities and TTLs are simultane-
ously considered in assigning permission to transmit, as 
proposed in the AMAPMT protocol. Thus, the AMAPMT 
protocol can be used to improve Throughput performance 
for the various components of multimedia signals. 
 

The results, in terms of CLR, MCTD and Throughput for 
a utilization factor of ρ = .259, a constant-source rate distri-
bution generation, and BER = 1E-12 are shown in Figures 
10 - 12. 

 

Figure 10. Comparison of Throughput for a Number of Com-
binations of Priority, TTL and CSI 

 
It can be seen from Figure 10 that the CLR is slightly 

reduced in cases where only priorities, but not TTLs, are 
considered as proposed in the AMAPMT protocol, and the 
CLR values are substantially reduced for all the media when 
priorities and TTLs are simultaneously considered, as pro-
posed in the AMAPMT protocol. 

Figure 11. Comparison of MCTD for a Number of Combina-
tions of Priority, TTL and CSI 

 
It can be seen from Figure 11 that the MCTD is reduced 

in cases where only priorities, but not TTLs, are considered 
as proposed in the AMAPMT protocol. Finally, the CLR 
values are substantially reduced for all the media when pri-
orities and TTLs are simultaneously considered, as pro-
posed in the AMAPMT protocol. Thus, the AMAPMT pro-
tocol can be used to substantially improve the CLR per-
formance for the various components of multimedia signals. 
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Figure 12. Comparison of Throughput for a Number of Com-
binations of priority, TTL and CSI 

 
It can be seen from Figure 12 that Throughput is the 

highest for all media when priorities and TTLs are simulta-
neously considered in assigning permission to transmit, as 
proposed in the AMAPMT protocol. Thus, the AMAPMT 
protocol can be used to improve Throughput performance 
for the various components of multimedia signals. 
 

Performance of ARCMA and AMAPMT protocols is 
evaluated and compared under the following set of parame-
ter values, where LL stands for Low Latency. 
 

Table 5. Parameter Values for ARCMA and AMAPMT 
Protocol Performance 

 
 

The TTL and priority values used in Table 5 correspond 
to Figures 13 - 15. The ARCMA protocol CBR is assigned 
the highest priority and other media are assigned the same 
low priorities and the same TTL values. Sources with con-
stant  rate distribution generation are used. The results are 
shown in Figures 13 - 15. 

Figure 13. Comparison of CLR for ARCMA and AMAPMT 
Protocols 

 
It can be seen from Figure 13 that the performance, in 

terms of CLR of the AMAPMT protocol, is much better 
than that of the ARCMA protocol for all the media of a 
multimedia signal. Thus, the AMAPMT protocol can be 
used to improve the CLR performance for the various com-
ponents of multimedia signals. 
 

It can be seen from Figure 14 that the performance, in 
terms of MCTD of the AMAPMT protocol, is much better 
than that of the ARCMA protocol for all the media of a 
multimedia signal except for RT-VBR. Thus, the AMAPMT 
protocol can be used to improve the MCTD performance for 
the various components of multimedia signals. 
 

It can be seen from Figure 15 that the performance, in 
terms of Throughput of the AMAPMT protocol, is much 
better than that of the ARCMA protocol for all the media of 
a multimedia signal except for CBR. Thus, the AMAPMT 
protocol can be used to improve the throughput perform-
ance for the various components of multimedia signals. 
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Figure 14. Comparison of MCTD for ARCMA and AMAPMT 
Protocols 

Figure 15. Comparison of Throughput for ARCMA and 
AMAPMT Protocols 

 
As noted earlier, the currently-available multiple-access 

protocols deal only with voice and data and not a full com-
plement of multimedia signals, and with an explicit priority 
scheme based on traffic types that can improve perform-
ance.  However, the problem with priority assignment, ac-
cording only to the type of media, is that some lower-
priority media may have to wait too long and the informa-
tion may become stale and may be considered lost.  The 
stations have limited buffer space and some of the informa-
tion may be lost due to buffer overflow. Further lower-
quality data coming through the channels compete for re-
sources with good data coming over channels with accept-
able CSI. The proposed protocol improves performance in 
terms of CLR by taking out of consideration any data arriv-

ing over channels and assigning the highest priority to the 
most dominant CBR data tempered with providing priority 
to data of any type with short TTL values. The same proce-
dures reduce the MCTD and improve the throughput at 
same time. Thus, consideration of explicit priorities, time to 
live (TTL) of transactions and channel state information 
(CSI) parameters, improve the overall performance. 
 

Summary  
 

Wireless networks suitable for multimedia (voice, video, 
ftp, data download, email and others) transmission were 
considered.  A simulation model was developed and used to 
evaluate CLR and MCTD and Throughput for given link 
capacity, buffer size and input rate for selectable values of 
priorities of various media, TTL and CSI values. Thus, the 
algorithm can be used for allocation of resources at the 
nodes to obtain simultaneous satisfaction of prescribed end-
to-end CLR, MCTD and Throughput for a given input rate.  
 

The results of this study will be helpful in implementing 
and evaluating performance of multimedia communication 
over wireless networks under many selectable conditions.  
This will help in the design of such networks and protocols. 
The ability to communicate with multimedia signals is be-
coming more and more important and is going to impact 
society in many ways. The multiple-access protocol for 
multimedia transmission will enhance the performance and 
capability of wireless networks to handle multimedia sig-
nals. This will make these networks more useful for fulfill-
ing the need of multimedia signals. 
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