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Abstract—Many face recognition techniques have been 
developed during the past decades but the problem remains 
challenging, especially recognizing non-biological entities or 
avatars. Local Binary Pattern (LBP) method is one of these 
techniques which has shown its superiority in recognizing 
faces. The original LBP operator mainly thresholds pixels in a 
specific predetermined window based on the gray value of the 
central pixel of that window. As a result the LBP operator 
becomes more sensitive to noise especially in near-uniform or 
flat area regions of an image. To deal with this problem a 
generalization of the LBP descriptor, Local Ternary Patterns 
(LTP), came to the presence. In this paper we introduce a new 
local adapted texture features for efficient avatar face 
recognition based on the original LTP operator. The proposed 
technique, Adaptive Extended Local Ternary Pattern 
(AELTP), shares with the original LTP descriptor being less 
sensitive to noise. However AELTP is better as it determines 
the local pattern threshold automatically based on local 
statistics. Experiments conducted on two virtual world avatar 
face image datasets show that our technique performs better 
than original LBP, original LTP and Extended LTP (ELTP) in 
terms of accuracy.  

Index Terms— Avatar, face recognition, LBP, LTP, ELTP, 
AELTP. 

I.  INTRODUCTION  
Face recognition is one of the biometric traits that 

received a great attention from many researchers during the 
past few decades because of its potential applications in a 
variety of civil and government-regulated domains. It usually 
involves: initial image normalization, preparing an image for 
feature extraction by detecting the face in that image, 
extracting facial features from appearance or facial 
geometry, and finally classifying facial images based on 
extracted features.  

Face recognition however is not only concerned with 
recognizing human faces, but also with recognizing faces of 
non-biological entities or avatars. To address the need for a 
decentralized, affordable, automatic, fast, secure, reliable, 
and accurate means of identity authentication for avatars, the 
concept of Artimetrics has emerged [1, 2]. Artimetrics is a 
new area of study concerned with visual and behavioral 
recognition and identity verification of intelligent software 
agents, domestic and industrial robots, virtual world avatars 
and other non-biological entities [1, 2]. People often 
complain about the insufficient security system in popular 
virtual worlds such as Second Life which motivates our 
research on security in virtual worlds [1, 3]. Extracting 
discriminant information from a facial image is one of the 

key components for any face recognition system [4]. There 
are many different algorithms proposed in the past to extract 
features, such as principal component analysis (PCA) [5], 
linear discriminant analysis (LDA) [6].  

Local binary pattern (LBP) operator has proven itself as a 
powerful texture descriptor providing excellent results in 
terms of accuracy in many applications such as, motion 
detection, image retrieval, remote sensing and biomedical 
image analysis. Among all these applications, LBP method 
has shown its superiority in recognizing faces [4]. LBP is 
one of the most popular local feature-based methods. It was 
first proposed by Ojala et al. [7] as a powerful method for 
describing textures and it was applied to face recognition for 
the first time by Ahonen et al. [8]. But the original LBP 
method worked as a local descriptor to capture only local 
information [9]. It thresholds all pixels in the neighborhood 
based on the gray value of the central pixel. As a result the 
original LBP becomes more sensitive to noise especially in 
near uniform or flat areas [10]. One solution to this problem 
is to extract the features based on 3-valued texture operators 
as in [11]. 

Most of the work done so far on face recognition has 
focused on humans. Research on recognizing virtual world 
avatars has not received due attention yet. Some methods 
further developed LBP for either recognizing human faces or 
avatar faces. For example, Yang et al. [12] applied LBP for 
face recognition with Hamming distance constraint. Chen et 
al. [13] used Statistical LBP for face recognition. Mohamed 
et al. [1] applied hierarchical multi-scale LBP with wavelet 
transform to recognize avatar faces. Mohamed et al. [14] 
applied discrete wavelet transform with adapted local binary 
patterns with direction statistical features to recognize avatar 
faces.  

In this paper, we propose a novel LTP face recognition 
technique to recognize avatar faces from different virtual 
worlds. In this approach, we define a new operator from the 
original LTP operator, Adaptive Extended Local Ternary 
Pattern (AELTP). In our proposed technique, AELTP 
operator computes a weight to each pixel in the 
neighborhood of a central pixel and provides a new value for 
each pixel in that neighborhood. Based on the pixels new 
values and the standard deviation of all pixels in an image 
patch, AELTP will provide a new binary code for the central 
pixel. The efficacy of our proposed method is demonstrated 
by the experiments on two different avatar datasets from 
Second Life and Entropia Universe virtual worlds.   

The rest of this paper is organized as follows; Section 2 
briefly provides an introduction to local binary pattern. In 
Section 3, an overview of the LTP is presented. Section 4 

2012 11th International Conference on Machine Learning and Applications

978-0-7695-4913-2/12 $26.00 © 2012 IEEE

DOI 10.1109/ICMLA.2012.19

57

2012 11th International Conference on Machine Learning and Applications

978-0-7695-4913-2/12 $26.00 © 2012 IEEE

DOI 10.1109/ICMLA.2012.19

57

2012 11th International Conference on Machine Learning and Applications

978-0-7695-4913-2/12 $26.00 © 2012 IEEE

DOI 10.1109/ICMLA.2012.19

57



presents the extended local ternary (ELTP) operator.  The 
adaptive extended local ternary pattern (AELTP) operator is 
descripted in section 5. Section 6 reports experimental results 
which are followed by conclusions in Section 7. 

II. LOCAL BINARY PATETRN 

A. LBP Operator 
LBP operator, proposed by Ojala et al. [7], is a very 

simple and efficient local descriptor for describing textures. 
It labels the pixels of an image by thresholding the pixels in 
a certain neighborhood of each pixel with its center value, 
multiplied by powers of two and then added together to 
form the new value (label) for the center pixel [15]. The 
output value of the LBP operator for a block of 3x3 pixels 
can be defined as follows [15]:                        
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where gc corresponds to the gray value of the central pixel,           
gp (p = 0,1,2,..,7) are the gray values of its surrounding 8 
pixels and S(gp - gc) can be defined as follows: 

)2(
,0

,1
)(

�
�
� ≥

=−
otherwise

gg
ggS cp

cp

       
Later new versions of LBP operator have emerged as an 

extension to the original one. These versions used 
neighborhoods of different sizes to be able to deal with large 
scale structures that may be the representative features of 
some types of textures [9, 16]. (Fig. 1 gives examples of 
different LBP operators where P is the neighborhood size 
and R is its radius).  

One of the most important and successful extensions to 
the basic LBP operator is the uniform LBP (ULBP). An LBP 

 
 
 
 
 
       (P=8, R=1)             (P= 8, R=1.5)          (P=12, R=1.5) 

Figure 1. Three different LBP operators[8, 9]  
 

is called uniform if the binary pattern contains at most two 
different transitions from 0 to 1 or 1 to 0 when the binary 
string is viewed as a circular bit string [9]. For example, 
11000011, 00111110 and 10000011 are uniform patterns [8].  

B. LBP Histogram 
Suppose the given image is of size N x M. To represent 

the whole texture image after computing the LBP pattern 
value for each pixel in that image, a histogram is built using 
[16]: 
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 where n=2P is the number of different labels produced by 
the LBP operator, and I (A) is a decision function with value 
1 if the event A is true and 0 otherwise.  

III. LOCAL TERNARY PATTERNS (LTP) 
Local binary pattern is a 2-valued (binary) code that is 

successfully used in many applications .The LBP operator 
idea is based on just two bit values either 1 or 0. This basis 
does not allow the LBP operator to discriminate between 
multiple patterns. The LBP operator has two main points of 
weakness:  

• The LBP operator cannot distinguish between two 
pixel values if the first one is near the central pixel 
but a little bit below that pixel and the second 
undistinguishable one is far below the center pixel 
value [17].  

• In flat image areas, such as in face images, where 
all pixels nearly have the same gray value, if          
a slight amount of noise were added to these areas 
the LBP operator will give some bits the value 0 
and others the value 1. So the LBP feature will be 
unstable and thus the LBP operator will not be 
suitable for analyzing these areas [17].   

To solve these problems a new 3-valued texture 
operator, Local Ternary Patterns (LTP), that can be 
considered as an extension to LBP was introduced recently 
[11]. Instead of a thresholding that is based only on the 
central pixel value of the neighborhood, the user will define 
a threshold say t and any pixel value within the interval of -t 
and +t, thus assigns the value 0 to that pixel, while the user 
assigns the value 1 to that pixel if it is above this threshold 
and a value -1 if it is below it when compared to the central 
pixel value. The following equation shows how to compute 
the LTP operator [11]: 
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where t is a user specified threshold, pi is a pixel value in the 
neighborhood and pc is the central pixel value. 

This definition leads to obtaining a texture operator that 
is less sensitive to noise (since it is no longer mainly based 
on the value of the central pixel) but no longer strictly 
invariant to gray-level transformations. Fig. 2 shows an 
example of how the LTP operator works by using a 
threshold value        t = 5: 

 
 
    
       

                           
                                  (a)              (b) 

Figure 2. LTP computation 
 

To get rid of the negative values in Fig. 2, the LTP 
values are divided into two LBP channels, the upper LTP 
(LTPU) and the lower LTP (LTPL) as in Fig. 3. The LTPU 
is obtained by replacing the negative values in the original 
LTP by zeros. The LTPL is obtained in two steps: first, we 

12 34 45 
 

-1 0 1 
38 35 55 0  1 
11 65 23 -1 1 -1 

585858



LTPL = (00101010)2= (42)10

replaced all the value of 1’s in the original LTP to be zeros 
then we changed the negative values to be 1’s [10].    

 
 

                                                        LTPU = (10000101)2= (133)10 

0 0 1 
0  1 

-1 0 1  0 1 0 
0  1 

  -1 1 -1  1 0 0 
0  0 
1 0 1 
 

Figure 3. Splitting LTP into two LBP channels [11] 

IV. EXTENDED LOCAL TERNARY PATTERNS ( ELTP)  
Liao figured out that when he applied the original LTP 

in his experiments the result became worse than the original 
LBP in the presence of noise [18]. He proposed a new 
definition to the LTP in [18]. Actually his definition 
(Extended Local ternary Pattern) is the same as the original 
one but he did not apply a fixed threshold. He converted an 
image regions to its ELTP representation based on a 
threshold employs the local statistics of the neighborhood of 
a central pixel [18]. 
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where � is the standard deviation of the region around the 
central pixel , α is a scaling factor and 0 < α � 1. 

This LTP representation is the same as the original one 
except for the definition. In the original one the threshold 
value t is fixed while in the ELTP t is not fixed but its value 
is based on the local statistics of the region around the 
central pixel pc.  

Let us consider that the value of α is 0.5, Fig. 4 gives an 
explanation and comparison between how LTP and ELTP 
works. The result of applying the base 3 system approach is 
that the feature dimension size increases drastically to be 3P 
where  P  is  the  number  of  the  sample  points  in  the 
neighborhood [18]. 

To reduce the size of the feature dimension Liao [18] 
computed the similarity between any two ELTP strings. 
This will transfer the dimension reduction problem to be a 
graph partitioning problem which can be solved by using 
spectral clustering. 

                          (a)                                                              (b)   
Figure 4. Comparison between LTP and ELTP: 

 a) Using LTP with fixed threshold t = 5. 
b) Using ELTP to represent a region of an image with α = 0.5. 

V. ADAPTIVE EXTENDED LOCAL TERNARY PATTERN 
(AELTP)                                        

Using the LTP operator allows to overcome some of the 
weaknesses found in applying the LBP operator. Instead of 
matching based on 2-valued codes in LBP now we can work 
with 3-valued codes in LTP which increases the available 
number of patterns. Importantly in order to obtain good 
result after using the LTP operator we have to be very 
careful in choosing the system threshold. Obviously, for face 
recognition systems to gain a good results, there is no fixed 
threshold and the best performing threshold has to vary 
depending on the facial dataset. So the ideal solution is to 
find ways that compute the threshold automatically based on 
the available facial dataset [10]. To this end, we defined a 
weight for each pixel in a neighborhood around a central 
one. We used these weights to compute a new value for each 
pixel in this neighborhood. Local statistics of all pixels in 
that neighborhood will be used to compute the new 
threshold. This threshold value changes automatically from 
one patch of pixels to another during the whole image based 
on pixels’ values in theses patches. We used this new 
threshold in the definition of new LTP operator which we 
called Adaptive Extended Local Ternary Pattern (AELTP). 

A. Computing the Local Weight for Each Pixel  

To compute the local weight for each pixel in any local 
patch of pixels we have to define the following equation:  
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This equation minimizes the overall differences between the 
central pixel in any neighborhood and all pixels in that 
neighborhood based on the size of that neighborhood. By 
deriving both sides of equation 6 with respect to wp we get: 

�
=

=−−=
∂
∂ P

q
qqcp

p

jigwjigjig
w
J

1
0)),(),()(,(2  

then: 

)7(),(),(),(
1

jigwjigwjig ppq

P

pq
q

qc +=�
≠
=

From equation 7 we can obtain the value of wp using the 
following equation: 

)8(
),(

),(),(
1

jig

jigwjig

w
p

P

pq
q

qqc

p

�
≠
=

−

=

The following are the steps we followed to compute wp for 
different pixels: 

1- Initialization  wp = 1/P  for every p = 1,2,…,P 
2- Use the updated equation 8  

           Repeat 
             For p = 1 :  P  
                Update wp with the new value. Each time         

11 34 30  -1 0 0 

 

11 34 30  -1 0 0 

25 33 24 0  0 25 33 24 -1  -1 

49 32 55 1 0 1 49 32 55 1 0 1 

595959



                when we compute the new value of wp for any     
                pixel use this value to compute the wp for the  
                next  pixels.   
             end 

B. AELTP Operator  
By applying these steps we will have the weights for all 
pixels in the neighborhood. At this point we can define the 
AELTP operator as following:  

The following equation shows the proposed AELTP 
operator:
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where � refers to the standard deviation of the old pixels 
values in the neighborhood, m refers to the median of the 
new values of pixels and k is constant.  

We can summarize the steps for applying the AELTP 
operator on one facial image in the following steps:  

1- Divide the facial image into non-overlapping sub-
regions J0, J1,…Jt-1, where J0 is the first sub-region  
and t is the number of non-overlapping sub-regions.  

2- Decide what the radius is and what is number of 
pixels in the neighborhood, say R and P. 

3- Starting from the first sub-region, map each sub-
region to its sub-region of AELTP codes (based on 
equation 9). Each AELTP code is divided into two 
separate LBP patterns one for the positive part of 
AELTP and the second is for the negative part of 
AELTP. The resulting patterns are concatenated. 
Using AELTP operator increases the dimension of 
the features dramatically, as in ELTP, so we used 
PCA and then LDA to reduce the dimensions. (See 
Fig. 5 as an example of applying AELTP operator).  

4- Finally, for classifying we used the chi-square 
distance. 
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Figure 5. AELTP computation: a) The original image window                    

b) the result after applying equation 8 c) The result of applying equation 9 

d) Splitting the result of AELTP into two LBP channels 

VI. EXPERIMENTS 
In this section, we verify the performance of the 

proposed algorithm on two different avatar datasets: the first 
is Second Life (SL) dataset and the second is Entropia 
Universe (ENT) dataset (Fig. 6 shows an example of a 
subject from each dataset). The proposed method is 
compared with other single scale techniques such as, the 
original LBP, LTP and ELTP (See Fig. 7 which indicates 
how robust is our technique when compared to others). 

 
 
 

(a) 
 
 
 

(b) 
Figure 6. Samples of one subject of facial images from:                               

a) Second Life dataset  b) Entropia dataset 

A. Experimental Setup 
To evaluate our proposed technique, we have used two 

facial image datasets (we added Gaussian noise with default 
parameters to both datasets).  

The first dataset was acquired from a large collection of 
SL virtual world avatar face dataset [19]. This dataset 
contains 847 gray scale images with size 1280 x 1024 pixels 
each to represent 121 different avatars. Each avatar subject 
has 7 different images for the same avatar with different 
frontal pose angles (front, far left, mid left, far right, mid 
right, top and bottom) and facial expressions. 

The second dataset was collected from ENT virtual 
world [20]. ENT dataset contains 545 gray scale images 
with size 407 x 549 pixels. These images were organized in 
109 subjects (avatars). Each subject has 5 different images 
for the same avatar with different frontal angle and facial 
details (wearing a mask or not). 

The facial part of each image in SL and ENT datasets 
was manually cropped from the original images based on 
the location of the two eyes, mouth and the nose. The new 
size of each facial image in SL dataset is 260 x 260 pixels 
while in ENT dataset each facial image was resized to the 
size of 180 x 180 pixels.  

Each one of the two datasets was split into two 
independent sets. One set is used for training, and the 
second set is used for testing. During our experiments, we 
used different sizes of the training and the testing sets. All 
training images were randomly chosen while the rest of 
images in both datasets were used for testing. 

B. Experimental Results 
To gain better understanding on whether our new 

definition of the LTP operator is advantageous or not we 
compared AELTP with the original LBP, LTP and ELTP in 
several experiments. First we got the performance of 
AELTP with different block size (non-overlapping sub-
regions) with R =1, 2, 3 and P = 8, 16, 24 as we can see in 
Fig. 8.  Changing the block  size affects  the  recognition 
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Figure 7. Comparison of LBP, LTP, ELTP and AELTP operators. 

 
rate. Dividing the facial image into a large number of small 
sub-regions increases the computation time and may reduce 
the system accuracy while dividing the facial image into a 
smaller number of large sub-regions increases the loss of 
spatial information. In our experiments each facial image 
has been divided into q x q non-overlapping rectangle size 
sub-regions while the best value of q is obtained by 
practicing and it differs from one dataset to another.     

As a result, we compared the performance of AELTP 
with that of the original LBP, LTP and ELTP using q = 7  
     
 
 
 
 
 
 
 
 
 
 
 
 

Figure 8. Performance of AELTP with different block size. 

for the SL dataset and q = 5 for the ENT dataset. The 
average of the recognition rate with different LBP operators 
and with h randomly selected images from each class for all 
techniques can be shown in figures 9 and 10 and the detailed 
numbers are shown in tables I and II. 

The experimental results show that the performance of 
AELTP technique is better than the performance of all other 
compared techniques.  For the SL dataset, AELTP achieves 
about 87% accuracy rate with 3 training samples from each 
class while its closer competitor (ELTP) achieves about 
85%.  This percentage goes up to more than 96% when the  

 
 
 
 
 
 
 
 
 
 
 
 

Figure 9. Performance of different techniques with SL dataset. 
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Figure 10. Performance of different techniques with ENT dataset 

 
Table I. Average recognition rate for different techniques with SL dataset 

 
Table II. Average recognition rate for different techniques with ENT 

dataset 

 
training samples per class are 5. The best accuracy rate for 
AELTP is about 98% when the training samples from each 
class are 6. For the ENT dataset, also the performance of 
AELTP is better than that of other techniques. The accuracy 
rate goes up from 68.59% when there is only one sample for 
training from each class to be more than 97% when the 
training samples are 4 from each class. 

All these results demonstrate the effectiveness of our 
new technique in comparison to others. 

VII. CONCLUSION 
In this paper, a novel LTP face recognition approach 
(AELTP) is proposed based on the original definition of 
LTP. This approach uses an adaptive threshold computed 
automatically from the available data by simple statistical 
operations. The effectiveness of this method is demonstrated 
on recognizing faces from two different virtual worlds. 
Compared with LBP, LTP and ELTP with different LBP 
operators and different number of sub-regions q, our 
proposed technique improved the recognition rate of the SL 
and ENT datasets. Recognizing avatar faces using multi-
scale adaptive extended local ternary pattern will be the 
focus of our future work. 
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Technique Number of samples 
1 2 3 4 5 6 

LBP 66.39 71.78 78.45 85.49 93.89 94.12 
LTP 68.28 71.9 82.23 87.34 94.49 94.59 

ELTP 69.56 73.29 84.67 88.68 95.48 95.89 
AELTP 70.89 75.78 86.78 91.78 96.89 97.89 

Technique Number of samples 
1 2 3 4 

LBP 63.34 74.12 94.29 94.06 
LTP 64.39 76.45 95.12 95.45 

ELTP 64.89 77.59 96.06 96.49 
AELTP 68.59 79.58 96.35 97.38 
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