
D
omestic and industrial robots, intelligent software agents, virtual-world avatars, and other artificial entities are 
being created and deployed in our society for various routine and hazardous tasks, as well as for entertainment 
and companionship. Over the past ten years or so, primarily in response to the growing security threats and 
financial fraud, it has become necessary to accurately authenticate the identities of human beings using 
biometrics. For similar reasons, it may become essential to determine the identities of nonbiological entities. 

Trust and security issues associated with the large-scale deployment of military soldier-robots [55], robot museum 
guides [22], software office assistants [24], humanlike biped robots [67], office robots [5], domestic and industrial 
androids [93], [76], bots [85], robots with humanlike faces [60], virtual-world avatars [109], and thousands of other 
man-made entities require the development of methods for a decentralized, affordable, automatic, fast, secure, 
reliable, and accurate means of authenticating these artificial agents. The approach has to be decentralized to 
allow authority-free authentication important for open-source and collaborative societies. To address these 
concerns, we proposed [117], [120], [119], [38] the concept of artimetrics—a field of study that identifies, 
classifies, and authenticates robots, software, and virtual reality agents. In this article, unless otherwise 
qualified, the term robot refers to both embodied robots (industrial, mobile, tele, personal, military, and 
service) and virtual robots or avatars, focusing specifically on those that have a human morphology. 

Virtual worlds populated by software robots are an area of particular concern [123]. A quick investi-
gation of the Second Life virtual world shows that it is populated by organizations posing security 
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risks, including international terrorist groups and local groups 
of radicals. Virtual worlds can be used to create an exact repli-
ca of a real-world target and can be utilized to rehearse an 
entire attack online, including monitoring the response and 
ramifications [78]. We can further illustrate the problem by 
analyzing the examples of news reports about the crimes 
reported to be committed in the virtual communities. These 
crimes are either committed by members of the virtual com-
munities through their avatars or directly by creating mali-
cious software that can accomplish committing the crime. In 
either case, “as in the real world, one of the central difficulties 
is establishing the identity of individuals” [79]. The examples 
given below are by no means exhaustive, because almost any 
type of real crime has a virtual equivalent [123]
1)	 �Theft of Virtual Property—“The Netherlands teen sen-

tenced for stealing virtual goods” [33]
2)	 �Virtual Prostitution, Strip Clubs, and Pornography—

“Escorts, the Second Life equivalent of phone-sex opera-
tors or prostitutes, are quite common in Second Life” [115]

3)	 �Virtual Gambling—“FBI checks gambling in Second Life 
virtual world” [84]

4)	 �Virtual Money Laundering—“Second Life and other online 
sites targeted by criminals” [105]

5)	 �Virtual Fraud—“…the ‘bank’ vanished, and depositors say 
their money did, too” [106]

6)	 �Identity Theft—“Second Life charges for real names, 
increases identity theft risk” [113]

7)	 �Illegal Content (Child Porn)—“Second Life ‘child abuse’ 
claim” [9].
In addition to numerous examples of virtual crime, it is 

also interesting to look at other scenarios in which it would be 
useful to track an individual between the real and virtual 
worlds. For example, a number of cases have been reported in 
which a wanted criminal is easily found in the virtual world 
and even taunts authorities by posting status updates and  
pictures of his real environment [97], [111]. 

In the context of investigating criminal and terrorist activity 
outlined above, we see six (four nonsymmetrical) scenarios 
requiring an automated matching algorithm (see Figure 1). For 
each scenario, we have provided a realistic example meant to 
motivate the need for a particular matching algorithm [123].
1)	 �Matching a human face to an avatar face and vice versa 

[Figure 1(a)]: This capability is useful to connect a person’s 
real identity to their virtual persona. It is increasingly com-
mon to upload a real photograph to serve as a  prototype 
for a 3-D avatar, as well as to create drawings closely resem-
bling the actual person to serve as the online persona. 

Example scenario 1 (avatar to human): During a foren-
sic investigation of a personal computer, a number of 
images depicting virtual pornography are found. It is 
desirable to run the virtual faces against the database or 
real-life sex offenders to see whether any quality matches 
can be detected for further investigation. 

Example scenario 2 (human to avatar): To follow up a 
convicted sex offender forbidden from interactions with 
anyone under 18, it might be valuable to do a visual search 

of virtual playgrounds to see whether the person is violat-
ing the court order in cyberspace. 

2)	 �Matching the face of one avatar to another avatar  
[Figure 1(b)]: This capability is useful for continuously 
tracking a virtual persona through cyberspace at different 
times and in different places.

Example scenario 1: An intelligence agency might be 
interested in automatically tracking a suspected terrorist 
across the virtual community for many days to establish his 
contacts and frequently visited places.

Example scenario 2: The same capability might be 
extremely useful in personalization and customization of 
services, for example, to load certain user preferences if a 
recognized avatar returns to a previously visited business. 

Example scenario 3: The ability to recognize avatars and 
profile them on the basis of appearance is also very useful in 
marketing; for example, a cosmetics company selling their 
product in a virtual world might be interested in advertising 
to all female avatars who appear to use a lot of lipstick. 

3)	 �Matching an avatar’s face from one virtual world to the same 
avatar represented in a different virtual world(s) [Figure 
1(c)]: A recent development in the world of virtual com-
munities is the desire to interconnect different virtual 
worlds. “One such world, called HiPiHi, is being created in 
China. HiPiHi founders said they want to create ways for 
avatars to travel freely between its virtual world, Second 
Life and other systems—a development that intelligence 
officials say make it doubly hard to track down the identity 
of avatars” [79].

Example scenario: A well-known criminal has set up 
recruitment camps in multiple virtual worlds (Second 
Life, Entropia Universe, etc.). To fully understand his 
minute-by-minute activity, network of contacts, and 
overall strategy, it is necessary to track him beyond a 
single virtual world to all corners of the cyberspace. 
Because the same real-world photograph will be trans-
lated to slightly different-looking avatars depending on 
the algorithm used by a specific virtual world, it is very 

(a) (b)

(c) (d)

Figure 1. Four possible avatar-matching scenarios useful in 
forensic investigations [123]. Images from (a) cyberextruder.com, 
(b) SecondLife.com, (c) SecondLife.com and EntropiaUniverse.
com, and (d) RedFieldPlugins.com.
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valuable to do intervirtual world avatar tracking via 
avatar-to-avatar matching. 

4)	 �Matching a sketch of an avatar to an avatar’s face and vice 
versa [Figure 1(d)]: Because it is useful to match a sketch 
created on the basis of the description provided by a victim 
or a witness of a crime to a picture of a criminal from an 
FBI database, it is also important to match a sketch of a vir-
tual criminal to an actual avatar responsible for the crime. 

Example scenario 1 (sketch to avatar): In the case of a vir-
tual crime [68], the victim may not know the identity of the 
avatar responsible but will probably provide a verbal descrip-
tion of the assailant from which a sketch artist will generate a 
fairly close representation of the wanted avatar. Given such a 
sketch, it is desirable to have the technological ability to scan 
through a dataset of avatars in the given virtual community 
and find avatars, which are best matches for the sketch. 

Example scenario 2 (avatar to sketch): In a scenario 
similar to the one above, if a database of all the avatars in 
the world is not available, a wanted poster approach might 
be utilized. In this approach, a sketch of the wanted crimi-
nal is made public in the virtual world, and avatars passing 
by can compare their acquaintances to the depiction on the 
wanted poster. 
With continued progress in software and hardware robot-

ics and related fields, it is logical to expect the next generation 
of robots to resemble humans and possess the abilities of 
humans, including walking, speaking, typing, and making 
decisions (Figure 2 shows how robots are becoming more 
humanlike with every generation). 

It is also likely that robot owners might choose to custom-
ize their robots’ appearances, similar to people frequently 
electing to customize their cell phones or computers via 
“skins” or desktop wallpapers, which will result in robots being 
truly unique in appearance. The feature that naturally lends 
itself to customization is the face; in fact, celebrity look-alike 
[80] and model robots [47] have already appeared. The robots 
of tomorrow may also present a security threat to people, 
property, and cyber infrastructure, depending on who is con-
trolling them and their learned skills. Thus it is a natural pro-
gression to extend research in biometrics-based human 
authentication to methods for recognition of robots. 

Biometric authentication is applicable to intelligent robots/
software authentication in a number of different instances. 
Lyons et al. discussed specific steps and processing techniques 

needed for an avatar to be created almost automatically from 
the human face [69]. In fact, the process described by Lyons et 
al. is essentially the process of biometric synthesis [126]. Users 
of virtual worlds have also noted that avatars very often 
resemble the characteristics of its creator, not only in facial 
characteristics but also in body shape, accessories, and clothes. 

But what about other less obvious resemblances such as 
manner of communication, response to various situations, 
nature of work, leisure/recreational activities, and time of 
appearing in the virtual world? All of the above encompass 
behavioral characteristics or soft biometrics [49] that can be 
exploited by fusing biometric-based techniques with method-
ology tailored to the specifics of virtual world. Such behavior-
al characteristics are even less likely to change than the avatar’s 
facial appearance and clothes during the virtual world ses-
sions, as users typically invest a lot of time and money into the 
creation of a consistent virtual image and are unlikely to 
change an avatar’s patterns of behavior. 

Literature Review
To date, very few works have dealt with the visual or behavioral 
authentication of robots. The need for the development of 
robotic biometrics has been identified in [127]. Relevant work 
has been done in program recognition [83] and program 
understanding [87] in which the source code of a program is 
analyzed with the goal of understanding the original purpose 
behind the creation of such software. Others have researched 
robot behavior recognition and prediction, never applying the 
discovered trends to the recognition of robots exhibiting the 
observed behavior [7], [44]. Finally, work in robot detection 
[54], [108] and robot self-recognition [53], [40] is closely related 
and can serve as additional support for the proposed research. 

Although no research has been reported in automatic robot 
authentication or behavior analysis, some relevant research has 
been published on robot emotion recognition [34]. Canamero 
and Fredslund conducted a study to evaluate how accurately 
humans can recognize facial expressions displayed by the 
humanoid robot Felix. The average recognition accuracy of 
emotion expressions was 58% for adults and 64% for children. 
In a control group recognizing emotion in human faces, the 
results were 82% for adults and 70% for children [18]. The sur-
prising conclusion of this study was that children are better 
than adults at recognizing robots’ emotional states, which 
could possibly be explained by children’s significant exposure 
to modern cartoons populated by robotic creatures. 

In a different set of experiments, Elliot tested the ability of 
intelligent agents to express emotions by having humans gath-
er enough information from the agents’ different communica-
tion modalities to correctly assign intended meanings to 
ambiguous sentences. These agents can interact with subjects 
using speech recognition, text-to-speech, real-time morphed 
schematic faces, and music. By comparing the performances 
of computerized agents to human actors, Elliot showed that 
artificial agents outperformed humans by 53–70% [32]. In a 
related set of experiments, Bruce et al. determined the degree 
to which emotional expression affects a robot’s ability to 

Figure 2. Evolution of the Honda Asimo robot from 1986 to  
2000 [46].
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engage with humans [17]. Their robot exhibited different 
emotions on the basis of its success at recruiting a passerby to 
take a poll. The results showed that having an expressive face 
and appropriate movement (body language) increases a 
robot’s chance of successful interactions. 

The work of Delaunay et al. [31] focused on understanding 
how a person in a  human-robot interaction can read gaze 
direction from a robot. Results of their experiments indicate 
that although it is hard to recreate human-human interaction 
performance, robot faces having a humanlike physiognomy 
perform equally well, which seems to suggest that these are the 
preferred candidates to implement joint attention in  human-
robot interaction [31]. Saerbeck and Bartneck [92] analyzed the 
relationship between the motion of a robot and perceived effect 
on human beings. Acceleration and curvature appear to be the 
most influential factors in how the motion is perceived. Experi-
mental results suggest a strong relationship between motion 
parameters and attribution of affect, while the type of embodi-
ment had no effect. 

Riek et al. [90] showed that people cooperate with abrupt 
gestures quicker than with smooth gestures. A person’s speed 
at decoding robot gestures is correlated with his or her ability 
to decode human gestures, and negative attitudes toward 
robots are strongly correlated with a decreased ability in 
decoding human gestures [90]. Chaminade et al. [21] gave 
instructions to volunteers to explicitly attend to the emotion 
shown by human and robot subjects. A significant increase 
was observed in response to robot, but not human facial 
expressions in the anterior part of the left inferior frontal 
gyrus, a neural marker of motor resonance [21].

The research on robots exhibiting emotions has a rich his-
tory. The following is a short list of robots that demonstrate 
different levels of facial expressions [18].

Affective Tiger is a toy robot developed as a tool for social 
and emotional awareness education of young children. Tiger’s 
face has two degrees of freedom (2 DoF) (mouth and eyes) [57].

Minerva is an interactive tour guide robot that displays 
four emotions: neutral, happy, sad, and angry. It has 4 DoF: 
two for mouth control and two for the eyebrows [23].

Sparky is a teleoperated robot, which uses facial expres-
sions, gestures, motions, and sounds to interact with people. 
His face has 4 DoF to control three expressive features—eye-
brows, eyelids, and lips [98].

Kismet is a famous MIT robot developed as a testbed for 
learning social interactions between robots and people. Kis-
met’s face has 18 DoF that allow the robot to express a full 
range of emotions, which have been shown to be correctly 
interpreted by people [16]. 

iCub was designed by a consortium of European institu-
tions to simulate the perceptual system and articulation of a 
small child and to interact with the world in the same way 
that a child does. The robot has 53 DoF distributed between 
its arms (seven each), hands (nine each), head (six), torso 
(three), and legs (six each) [77].

In addition to experiments on understanding the  
emotional states of robots, some work has been started on the 

general analysis of avatar behavior [15]. Another novel 
research direction is known as Avatar DNA, a patent-pending 
technology from Raytheon [110]. A recently published article 
demonstrates the feasibility of applying strategy-based purely 
behavioral biometrics developed for the recognition of 
human beings to the recognition of intelligent software agents 
[122]. The article lays the theoretical groundwork for research 
in the authentication of nonbiological entities. Specifically, it 
is demonstrated that behavioral biometrics is a sound 
approach to intelligent robot authentication. 

Artimetrics

Database Generation and Availability
In well-established fields such as biometrics, numerous stan-
dardized and publicly available datasets exist [66], making it 
possible to compare different algorithms and to test devel-
oped systems. Labeled public datasets of robot faces, avatars, 
or attributed conversations from artificially intelligent agents 
are currently unavailable. A visual survey of robots [38] con-
tains images of various artificial entities but not a standard-
ized database suitable for subsequent research. Methods for 
synthetic iris, face, and fingerprint database generation for 
biometric research were recently surveyed [119], [120]. How-
ever, for the robot domain, this is mainly an unexplored area 
of research. Techniques for the creation of such standardized 
datasets that are consistent with real-world datasets can be 
imitated by examining the approaches to the generation and 
evaluation of facial datasets [59], [37] utilized by biometric 
systems or from chat mining research applied to gender attri-
bution and human versus bot classification [27], [39]. 

The authors have begun to work on the generation of a 
publicly available avatar face dataset [82], and on the collec-
tion of speech corpora from intelligent agents—two types of 
data, which are of specific interest in the early artimetrics 
research. One database consists of a set of high-resolution 
facial images of avatars collected from two of the most popu-
lar virtual worlds: SecondLife.com and EntropiaUniverse.
com. The other database consists of a text corpus from intelli-
gent agents who have performed extremely well in the recent 
Loebner Prize in Artificial Intelligence (AI) competitions 
(Loebner.net). We have developed automated tools utilizing 
the power of AutoItScript.com and the Linden scripting lan-
guage (LindenLab.com) for the creation of customized datas-
ets of both kinds. With the assistance of the developed tools, 
researchers in the field can effortlessly generate virtually 
unlimited amount of data for visual and stylometric robot 
authentication experiments. Additional work is still necessary 
to make it possible to generate data with specific characteris-
tics. Currently, it is only possible to specify the desired 
amount of data, the gender of the avatars’ faces, and the over-
all area of knowledge over which the intelligent agents com-
municate. It is, however, already possible to generate multiple 
samples for each nonbiological entity, making it easy to per-
form training and testing on disjoint datasets. In parallel, we 
are working on assembling a dataset of hardware robots’ faces, 
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a process which, due to the current limited number of such 
robots, is done manually and provides limited control over 
such factors as DoF in facial expressions (see Figure 3). First 
evaluation results on such synthetic databases have appeared 
in the literature [130], [118], [13], [3], and the achieved accu-
racy rates are comparable to those achieved on human face 
datasets. The difficulties faced by artimetrics researchers are 
similar to those in the field of biometrics, such as chaotic and 
noisy environments, varied lighting conditions, subject occlu-
sion, and system spoofing by well-trained adversaries.

Visual Artimetrics
1)	 �Goals: Authentication of robots can be carried out through 

some methodologies developed for authenticating human 
beings in the field of biometrics and in others dealing with 
the attribution of identity, such as authorship recognition or 
stylometry (as practiced in forensic science). Biometrics is 
defined as the science of human identity authentication via 
analysis of measurable physiological and behavioral charac-
teristics [49], [50]. With respect to authentication, face rec-
ognition is one of the most popular physical biometrics,  
which can also be applied to authentication of humanoid 
robots. Prior research related to visual authentication of 
identity on the basis of face analysis that can be applied to 
robot authentication is summarized below.

2)	 �Methods: Face detection is the first step in the authentication 
process in which a face is located in an image to make fur-
ther processing possible. A very large number of articles 
have been published on the topic; interested readers are 
referred to survey articles [125], [129], [107] as well as a 
recent book [48] on facial biometrics. Dozens of different 
approaches ranging in accuracy from 60% to 99% have been 
proposed [125]. They are generally classified as knowledge-
based, feature-invariant, template-matching, and appear-

ance-based. Knowledge-based methods, such as the 
multiresolution-based approach [124], capture the relation-
ship between facial features. Feature-invariant approaches 
look for the structure’s consistency under a variety of poses 
and lighting conditions; examples include grouping of edges 
[128], a space gray-level dependence matrix [30], and a mix-
ture of Gaussians [70]. The template-matching method 
extracts standard patterns of the face, which are later com-
pared to regions being tested to determine the degree of cor-
relation; classical examples include a shape template [29] 
and active shape model [64]. Finally, appearance-based 
methods, such as Eigenvector decomposition [112], support 
vector machines (SVMs) [81], the hidden Markov model 
[89], the naive Bayes classifier [99], and neural networks 
[91] learn facial templates from a set of training images. 

3)	 �Pros and Cons: Among listed methods, approaches such as 
appearance-based became highly popular because of their 
resistance to changes in lightning conditions, distance from 
camera, sensor devices, and orientation. Template-match-
ing methods exhibited great performance on databases 
with less variability and predicted image elements; they, 
however, perform poorly on cluttered, obstructed, or low-
quality images. Feature-invariant methods or geometric 
approaches are popular due to their simplicity and fast rec-
ognition rates, but presently they are usually augmented 
with appearance-based methods or template-based  
methods. Knowledge-based methods were the earliest 
developed methods and now they are rarely used. 

4)	 �Current Directions: The first successful attempt to apply a 
neural-network-based learning system for synthetic fin-
gerprint recognition has been reported in [1]. There are 
also combined approaches becoming more and more pop-
ular with multimodal biometric systems being developed 
on the basis of a high-dimensional vector representing the 

(a) (b)

Figure 3. (a) Sample images for a robot face dataset, currently limited to manual collection. (b) Automatically generated random 
avatar faces [120], [82].
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combination of features extracted by variety of the above 
methods [41]. Recent state-of-the-art research on such 
complex systems utilizes information fusion for decision 
making and learning approaches from the AI domain [37].  
An important biometric problem is face identification. 

Holistic methods use the whole face as the input to the rec-
ognizer and rely on principal component analysis (PCA) and 
its variants, such as Eigenfaces [28], Fisherfaces [10], SVM 
[86], and independent component analysis [8] to perform 
identification. Feature-based methods work by extracting 
structural features such as location of the eyes and lips from 
the image, and that data serve as the input to the classifier, 
which uses hidden Markov model [96], convolution neural 
network [65], or graph-matching [116] algorithms to achieve 
facial pattern identification. 

The first results in this area appeared in a 2010 paper [123], 
coauthored by A. Jain, which introduced concepts of verifica-
tion and identification of avatar faces. Recent 2011–2012 papers 
[118], [3], [13], [73], [74] and [130] reported the first numerical 
results validating approaches on an avatar face database. At the 
same time, research on behavior artimetrics has commenced.

Behavioral Artimetrics
1)	  �Goals: Forensics, and more specifically authorship recog-

nition (sometimes called “stylometry”), is one of the 
sources of prior research related to behavior-based 
authentication of identity. 

2)	 �Methods: In particular, a lot of research has been done in 
vocabulary analysis and profiling of plain text [52], [62], 
[63], e-mails [104], [114], and source code [101], [42], [35]. 
Written text or spoken language, once transcribed, can be 
analyzed in terms of vocabulary and style to determine its 
authorship. To do so, a linguistic profile needs to be estab-
lished. Many linguistic features can be profiled, such as lexi-
cal patterns, syntax, semantics, pragmatics, information 
content, and item distribution through a text [43]. Com-
monly utilized text descriptors include word count, punc-
tuation mark count, noun phrase count, word included in 
noun phrase count, prepositional phrase count, word 
included in prepositional phrase count, and keyword count 
[102]. Once linguistic features have been established, SVMs 
[51], Bayesian classifiers [58], multiple regression, and dis-
criminant analysis [103] algorithms (among others) have 
been applied to determine the authorship of the text.

3)	 �Current Directions: At the moment, the CyberSecurity Lab 
at the University of Louisville is perusing two behavioral 
artimetrics projects. One project looks at the profiling of 
vocabulary for Internet chat bots with the goal of identify-
ing a particular bot in new contexts [4]. The second project 
is aimed at performing voice-based authentication of non-
biological speakers such as text-to-speech software, robots, 
and GPS units. 

Gesture recognition is another area currently being 
actively researched and is directly applicable to robot 
behavior authentication. Gestures form an integral part of 
human communication and are primary candidates for 

extending the communicative abilities of social robots [95]. 
In many cases, robot gestures are not produced at run-time, 
but are prerecorded for specific situations [95]. The latest 
research aims to produce gestures coupled with the seman-
tic of situations in a dynamic fashion. Consequently, a 
number of virtual and physical robot systems have been 
developed, which contain a diverse spectrum of gestures 
and facial expressions [56], [45], [88]. Artimetrics research-
ers could record such body language and use it for authen-
tication purposes. Currently no results describing 
artimetrics systems based on gestures have been reported, 
but this will soon change as projects are under research in 
the authors’ labs to explore this exciting new area. Below, 
we present a nonexhaustive list of currently available artifi-
cial gesturing systems overviewed by Salem et al. [95] and 
Kim et al. [56]. As this is a relatively new area of research, 
we anticipate a lot of developments in this area in the near 
future and consequently great development in gesture-
based artimetrics.   

4)	 �Robot Gestures: In the world of physical robots, Maggie 
[41], a personal robot, is one example of a system 
equipped with a set of predefined gestures, which is also 
capable of learning gestures from its users. Mel [100], a 
penguin robot, is capable of demonstrating a set of pre-
defined gestures to indicate engagement behaviors. Fritz 
[11], a communication robot, uses facial expression, eye-
gaze, and gestures to appear livelier while communicating 
with its users. Its gestures are produced during interaction, 
and it contains many humanlike arm movements and 
pointing gestures [95].

5)	 �Avatar Gestures: In the domain of virtual robots (avatars), 
the generation of speech-accompanying gestures is a much 
more developed area of research [94]. For example, a con-
versational agent named Rea [19] acts as a real-estate sales-
person. Another example is the Behavioral Expression 
Animation Toolkit (BEAT) [20], which produces synchro-
nized nonverbal behaviors by predicting the timing of ges-
tures from speech by looking at expressive phrases that 
coincide with the prominent syllables in the speech. Vir-
tual Agent Max [61] represents an integrative architecture, 
in which the planning of content and form are combined 
to give meaningful nonverbal utterances [95]. Natural ges-
tures are produced by a kinematic approach that empha-
sizes the reproduction of humanlike gestures combined 
with speech [56]. Nakano et al. [75] worked on automatic 
gesture production for Web-based animated avatars.  
Applying the above techniques to the behavior authentica-
tion of robots on the basis of the way they present them-
selves, perform their tasks, and communicate is another 
emerging area of research [4].

6)	 �Pros and Cons: Behavioral methods are generally less reliable 
when it comes to human biometrics, but in the domain of 
artimetrics, behaviors of bots and human-controlled avatars 
are more stable compared to easily altered physical character-
istics. Although behavioral artimetrics are more challenging 
to profile due to the large space of possible behaviors, they 
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present very promising current research essential to establish 
robot or avatar identity. 

Multimodal Artimetrics
Biometric systems based solely on a single biometric may not 
always identify the entity (human or robot) in the most opti-
mal or precise way. The problem is common for human and 
robot authentication: some robots might not possess a certain 
trait that is being recognized; that is, industrial robots might 
have similar facial features but different voices, gaits, or behav-
ior. Thus, multibiometric system research is emerging as a 
trend, which helps to overcome the limitations of a single bio-
metric solution [49]. This is especially useful in the presence of 
complex patterns, conflicting or misleading behavior, abnor-
mal data samples, and intended or accidental mischief. A reli-
able and successful multibiometric system normally  
utilizes an effective fusion scheme to combine the information 
presented by multiple matchers. 

Over the last decade, researchers tried different biometric 
traits with sensor, feature, decision, and match score-level 
fusion approaches to enhance the security of a biometric sys-
tem [50], thus enhancing the security and performance of the 
authentication system. Multimodal biometric approaches 
improve the overall system accuracy and address issues of 
nonuniversality, spoofing, noise, and fault tolerance. 

Most common approaches in multibiometrics currently 
rely on multimodal systems, where numerous strategies for 
decision making are employed. The most successful ones are 
based on rank-level, decision-level, and match score-level 
fusion [50]. Other approaches (multisensor, multialgorithm, 
multiinstance, and multisample) are not as popular due to the 
overhead associated with either multiple devices, multiple 
samples stored in the database, or extra time required to run 
different algorithms. The first article combining face and fin-
gerprint human identification as a true multimodal system 
was based on match-level fusion introduced by Jain. It is 
included in the comprehensive review of all multimodal sys-
tems [48]. We postulate that in a similar manner, combining 
behavioral and physical artimetrics in robot authentication or 
in the virtual worlds can be utilized as part of a physoemo-
tional artimetric system, which is a multimodal system. In 
addition, another concept of a multidimensional system 
crossing over between virtual and real worlds can be explored. 
This multidimensional authentication is the visual authentica-
tion of avatar through its creator authentication and vice 
versa. Research in this domain is emerging, with a number of 
projects being conducted at BTLab, University of Calgary. 
Although multimodal system research has become very pop-
ular over the past few years, it carries certain challenges. One 
is the amount of information that needs to be processed such 
as associated technological and management challenges of 
obtaining, securely storing, and accessing multiple databases. 
Another is the increased cost of developing and maintaining 
such a system and slightly increased processing time, mainly 
due to the addition of a fusion module. Finally, in the pres-
ence of multisource data processing and decision making, 

certain dimensionality reduction techniques are necessary to 
ensure real-time system performance.

Applications and Open Problems 
There are numerous applications and implications for the 
methodology of robot and avatar recognition through apply-
ing biometric principles to both appearance and behavioral 
characteristics and utilizing multimodal and multidimension-
al information fusion.

One outcome is preventing malicious intelligent software 
from obtaining access to information or system resources and 
granting it to authorized agents and by doing so, improving the 
security of virtual communities, social networks, and the coun-
try’s cyber infrastructure. With exponential growth in the abili-
ties of artificially intelligent agents (bots, software weapons, 
viruses, and so on) comes the pressing need to secure informa-
tion and resources from access by unauthorized agents, while at 
the same time allowing seamless access for the approved soft-
ware. Behavior-based profiling of software agents provides an 
unobtrusive way of separating helpful bots from malware. 
Additional research in artimetrics is expected to produce novel 
behavior-profiling approaches specifically designed to take 
advantage of the unique psychology of artificially intelligent 
programs. Current research on telling humans and robots apart 
[121], [2], [6], [12], [72] demonstrates this promising direction 
of research, while there is still a lot of work to be done. 

Finding out which agent has performed a given task, in 
case a number of possible alternatives exist (for demanding 
responsibility or assigning a reward) in collaborative  
environments, is another open area of research. Behavioral 
profiling can be used to uniquely identify a specific type of 
bot and potentially the bot’s owner. Examples of such prelimi-
nary work can be found in click fraud and virus detection 
research. In both domains, unique behavioral signatures can 
be obtained (sometimes indirectly) from the software agent 
and can be matched up with known behavioral signatures 
leading to the attribution of the attack to a particular hacker 
or a mischievous group. 

Securing the interaction between different components of 
intelligent software or between a human being and an instance 
of an intelligent software/robot is also an area of high impor-
tance for robot security domains. Botnets, groups of intelligent 
cooperating agent and mixed robot/human teams, are quickly 
emerging in various applications. Securing their communica-
tions is important for further progress in e-commerce, virtual 
community development, construction, military, and any 
other industry with heavy reliance on team-based efforts. To 
communicate securely, identities of all parties wishing to 
exchange information need to be determined with a high 
degree of accuracy. Consequently, it is important to develop 
automatic algorithms, which would give robots the ability to 
recognize other robots and human beings they are working 
with. This is another area with a high impact but many unan-
swered questions, specifically related to numerous alternatives 
that exist for robot communication (i.e., signals, gestures, 
voice, and text commands).
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Another aspect open for discussion is identity manage-
ment. Although numerous algorithms exist to authenticate the 
identity of specific robots/computers on the basis of digital sig-
natures and cryptographic networking protocols, robots have a 
better chance of fitting in human-dominated environments if 
they utilize a humanlike approach to identity management, 
which is advocated in this article. Other applications include 
detecting cheating in games on the basis of assistance from AI 
software, providing visual and behavioral search capabilities 
for virtual worlds, and making it possible for scientists in fields 
as diverse as biology, communications, and e-business to 
securely communicate with intelligent assistants and robots. 
Development of methods presented in this article not only 
provides a broad base for future solutions in those domains 
but also opens up new issues related to differences in human 
and robot behavioral profiling, collaborative environments, 
features, and unique specifics of virtual environments that 
need to be taken into account in real-time methodology inte-
gration and testing. 

Conclusion
This article introduced a new subfield of security research, 
which transforms and expands the domain of biometrics 
beyond biological entities to include software and hardware 
robots, which are rapidly becoming a part of the modern 
society. Artimetrics research builds on and expands such 
diverse fields of science as forensics, robotics, stylometry, 
computer graphics, and security. This article presented a solid 
motivation for security research in the field of robotics and 
cyberworlds, including six scenarios for automated matching 
algorithms followed by the comprehensive survey of robots 
and methods for robot dataset creation. Description of visual, 
behavioral, and multimodal artimetrics constituted the core 
of methodology, with applications and implications of this 
emerging area further outlined. 

The presented research into trustworthy authentication 
of robots will make society safer and better prepared for 
the accelerating integration of intelligent technologies into 
everyday life. Potential benefits come from the applica-
tions of the developed algorithms in many diverse areas, 
for example, recognition of military robots, preventing 
malicious intelligent software from obtaining access to 
resources, securing communication between different 
intelligent agents in virtual communities, determining 
authorship rights to the results of computation and cre-
ative output produced by an AI entity, and identifying 
semiautonomous software tools used by hackers. 

Potential directions for future artimetrics research include 
the investigation of other visual and behavioral approaches to 
robot security on the basis of the appearance of new character-
istics and abilities in the robots of tomorrow. Even today, it 
would be possible to expand robotic biometrics beyond faces 
and vocabulary to intelligent software agents, which mimic 
higher-order human intelligence. Some examples are provided 
below, but the list will unquestionably grow as our success with 
AI technologies progresses and we obtain programs, which are 

as creative and unique as human beings. We already have pro-
grams capable of composing inspiring music [26], drawing 
beautiful paintings [25], and writing poetry [14], and limits to 
the known abilities of machines are continuously being 
extended. It is already technologically feasible to look at profil-
ing text-to-speech software on the basis of voice recognition, 
translation software on the basis of linguistic signatures, and 
authentication of game-playing bots on the basis of the strate-
gies employed as demonstrated by the authors [117], [119].

Some other open problems are generation and evaluation 
of the quality of virtual entity databases and emerging 
research on face recognition in the virtual world. Such issues 
as emotion recognition, face recognition in the presence of 
aging, various geometrical underlying models, different 
approaches to virtual face representation, and displaying 
options provide a broad variability of avatar faces. Direct 
comparison with human face databases and testing the per-
formance of recognition approaches on such databases versus 
human databases are an exciting unexplored domain of 
research. Evaluating the degree of variability of avatar data-
bases is another open problem.

It may also be possible in the future to profile different 
search engines on the basis of the results they produce. Pat-
tern recognition algorithms such as those used for optical 
character recognition or for biometric recognition can be pro-
filed on the basis of the error rates. Artificial life and comput-
er viruses can be tracked on the basis of their behavioral 
signatures, and game characters on the basis of a combination 
of visual and behavioral traits. As hardware robots continue to 
improve in their humanlike abilities and appearances, poten-
tial physical biometrics worthy of examination may include 
gait, keystroke dynamics, signature, and body part geometry. 
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